
ABSTRACT
Lung cancer is a worldwide threat to humanity since its cells grow uncontrollably inside lungs leading to increased 
mortality rate. The lung cancer often poses serious breathing issues and it is been contributed majorly by smoking and 
inhaling smoke. Even with high medical advancements, the effective treatment and curing of lung cancer are not effective 
till date. Proper precautions and earlier stage detection may reduce the cancer to spread the entire organ. It is hence 
necessary to check with least minimal data i.e. text data can provide even a greater effectiveness in diagnosing the lung 
condition. Meta-heuristic algorithm influences greatly with its computational capability and offers stronger prediction 
of lung cancer at earlier stage with accurate analysis. In this paper, we develop a classification system using flower 
pollination algorithm (FPA) that tends to classify the medical text documents. The FPA algorithm classifies the medical 
text documents to diagnose the lung cancer in humans. The FPA is applied as an intelligent algorithm that imitates 
the behavior of pollination in flowering plants to identify the essential classes of lung cancer. It finds the relationship 
between the pollens to identify the essential classes based on flower position. The simulation is conducted to validate 
the effectiveness of the model with other meta-heuristic optimization methods that include bee colony optimization, 
and ant colony optimization algorithm. The results of simulation show that the proposed method undergoes effective 
classes of lung cancer than other existing methods that includes accuracy, sensitivity, specificity, f-measure and mean 
average percentage error.
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INTRODUCTION

Lung cancer is the deadliest illness and the leading 
cause of death in the modern world. Lung cancer has a 
larger impact on humans, and it is predicted that it will 
now rank seventh in the death rate index, accounting 
for 1.5% of global mortality. Lung cancer starts in the 
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lungs and progresses to the brain. Despite this, the lung 
cancer detection procedure is very ineffective because 
doctors will only be able to detect the illness after it has 
progressed to an advanced stage (Metovic,  et al 2021, 
Abdullah and Abdulazeez,  2021, Malika, and Jaina,  
Yuvaraj, et al 2021). 

As a result, early detection before the final stage is critical 
to lowering the mortality rate by successful monitoring. 
The survival rate is very promising even after proper 
medication and diagnosis. Lung cancer survival rates 
vary from person to person. Age, gender, race, and 
health status all play a role. Meta-heuristic is becoming 
increasingly important in the diagnosis and prediction 
in the early stages of human life (Kerr, K.M., et al 2021, 
Lai-Kwon, J., et al 2021, natarajan, Y., et al 2021 and 
Miller, h.A., et al 2021). Meta-heuristic simplifies and 
predicts the diagnosis process. Meta-heuristic has also 
dominated the medical industry in recent years. Meta-
heuristic models are currently being used in the county's 
health-care industry. Meta-heuristic may be used to 
investigate the actual diagnosis of diseases.

The meta-heuristic approach facilitates data analysis 
and processing of real characteristics or facts, allowing 
for the identification of disease problem creators. It aids 
medical professionals in determining the root cause of 
diseases. Picture processing: Image recognition has been 
shown to be reliable and useful through different Meta-
heuristic processes. This enables the concerned doctors 
to make a more accurate diagnosis of the diseases, 
saving money and time while increasing the benefit 
proportion (gowrishankar, J., et al 2020, shaikh, s., et 
al 2021, Agazzi, g.M., et al 2021, Debata, P.P., et al 2021, 
senthilkumar, P., 2021, Moser, s.s., et al 2021, Masud, 
M., et al 2021, and Liu, r., rizzo, s., et al 2021).

As a result, the challenge has been solved, and the 
drug industry will now use the meta-heuristic method 
for processing. Meta-heuristic aids in the prediction of 
disease severity and outcome. The use of a meta-heuristic 
approach to monitor epidemic outbreaks allows for early 
detection and intervention. Meta-heuristic applications 
must also be streamlined in order to become more 
standardised and accurate (Masquelin, A. h., et al 2021, 
Triplette, M., et al 2021, Bright, r., et al 2021, Ma, X., et al 
2021, Alzu’bi, A., et al 2021, and Montelongo gonzález, 
E. E., et al 2020). As a result, further advancements 
in meta-heuristic algorithms would aid doctors and 
wellness catalysts in making accurate clinical decisions 
with high reliability and precision (Yuvaraj, n.,et al 
2021, saravanan V,  et al 2016 and saravanan V,  et al 
2016 ).

In this paper, we develop a classification system using 
flower pollination algorithm (FPA) that tends to classify 
the medical text documents. The FPA algorithm classifies 
the medical text documents to diagnose the lung cancer 
in humans. The FPA is applied as an intelligent algorithm 
that imitates the behavior of pollination in flowering 
plants to identify the essential classes of lung cancer. 
It finds the relationship between the pollens to identify 

the essential classes based on flower position. related 
work : gonzález et al. 2020 developed a method for 
extracting information from clinical notes using natural 
Language Processing methods and the Paragraph Vectors 
algorithm. Machine Learning algorithms are also used 
to classify patients with liver, breast, and lung cancer. 
A comparison and assessment procedure of selected 
ML models with different parameters was also carried 
out in order to determine the best one. support Vector 
Machines (sVM) and Multi-Layer Perceptron (MLP) are 
the ML algorithms chosen.

By training Decision Trees (DT) and random Forests, 
Venkataraman et al. 2020 defined relevant baseline 
classification performances (rF). we also looked at 
whether converting the data with MetaMap Litehad any 
effect on classification accuracy. The use of LsTM-rnn 
models is a modular structure that may be helpful in 
identifying cohorts for oncology studies. human and 
veterinary health records will continue to be digitised, 
especially unstructured narratives. For these two realms 
to learn from and teach one another, our solution is a step 
forward. Concept specific identifiers (CuIs) were used by 
Alawad et al. 2020 as another source of information for 
the models. with a convolutional neural network (Cnn) 
and a completely linked MLP. By concatenating the high-
level document embeddings from text and CuI inputs 
and then adding a classifier, the high-level document 
embeddings from text and CuI inputs are merged. 

From pathology files, the model is used to remove 
cancer histology. Kahla et al. (2020) avoided  lung 
cancer by measuring the likelihood of developing the 
disorder based on the investigated personal knowledge, 
increasing the main factors of anatomy, and then giving 
some recommendations to suspect subjects. our DeepLCP 
method is built on a mixture of natural language 
processing (nLP) and Cnn. During the validation process 
of Cnn, the DeepLCP experimental findings show a high 
precision, low error, and loss data rate. Patra (2020) 
looked at a variety of machine learning classifiers 
to characterise available lung cancer data in the uCI 
repository as benign or malignant. The input data is pre-
processed and translated to binary format, after which it 
is classified as cancerous or non-cancerous.

Proposed Method: Many meta-heuristic achieve good 
accuracy in a variety of research studies and projects 
related to classification problems in recent years, 
particularly in binary and multi-classification cases. 
Furthermore, due to their high performance measure, 
the FPA method is explored in many other solvable 
classification problems. As a result, the FPA model 
is increasingly being used in various meta-heuristic 
domains, most recently in text classifications (Figure 1). 
Multi-label classification, on the other hand, is a little 
more complicated, as it involves label correlation. Multi-
label classification is concerned with how to associate 
an instance with a subset of labels. And dealing with 
this classification problem is considered can be difficult, 
particularly when using the traditional simple approach 
in binary and multi-class cases.
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Word2Vec Pre-processing: one of the primary goals of 
nLP is to extract meaning from a word or text. using 
a neural-network approach, methods for embedding 
words have recently been proposed in case of low-
dimensional space. As a result, word embedding is a 
critical component in a classification problem. This 
allows us to represent text-words as vectors, which 
can then be fed into our neural networks. The state-
of-the-art word embedding technique is dense vector 
representation. The words in the text (in this case, toxic 
text comments) are represented by thick vectors, with 
each vector representing the projection or mapping into 
a vector space. Each word position in the vector space is 
determined by the text within the neighborhood words. 
A bag-of-words paradigm was historically used, in which 
vector form of a each word from a whole language is 
represented by a large sparse vector.

vector space, words with similar meanings in the corpus 
are clustered together.

word2vec can also be used as a statistical algorithm, 
predicting and learning a word embedding from raw 
text, which is computationally powerful and suitable for 
mobile and wireless devices (sumathi A, saravanan V., 
2015). The skip-gram model and the Continuous Bag-
of-words model are two architectures for embedding 
vectors representation in the word2vec algorithm. In 
a continuous bag-of-words architecture, the model 
predicts the target word from source meaning words. The 
order of the meaning of a word has no bearing on the 
word prediction in this architecture. unlike continuous 
skipgram architecture, which predicts source context 
words from a given target word, this model predicts 
source context words from a given targed word. The 
remote source context-words are given more weight in 
this architecture than the close source context-words.

FPA Classification: For the prediction of classes from the 
given input data to a specific class mark, classification is 
utilised is of a supervised learning technique. A series of 
iterative formulae is derived to apply the FPA algorithm. 
Pollinators such as insects collect improved flower pollen 
gametes over longer distances in the global pollination 
step. As a result, the statistical equivalent of improved 
flower constancy is

The insects or the vectors move for a longer distance, 
Levy flight distribution can be used with different steps 
and it reduces the properties. i.e. L> 0. hence the local 
pollination condition is represented as below:

Both the pollens mimics the flow constancy in its 
neighbourhood and both pollens occurs from similar 
species. This condition is called as local random walk 
if uniform distribution e is in the range between [0, 
1]. Pollination from nearby enhanced flowers is more 
likely to occur in an enhanced flower than pollination 
from further distant enhanced flowers. To reproduce 

Figure 1: Multi-class Classification 

The google research team was the first to implement 
word2vec, with the goal of aggregating similar models 
to generate word embedding. The word2vec algorithm 
they suggested generates Embedding vectors from terms 
in a text corpus that is more effective than previous 
methods such as the Latent semantic Analysis approach. 
The system computes statistical and frequency of terms in 
the text corpus, and maps these count-statistics to dense 
vectors for each given word contained in the corpus in 
Count-base. word2vec related models are two-layered, 
shallow neural networks that are used to construct a 
linguistic representation of the contexts of the words. It 
includes a large corpus of text as input and produces a 
vector-space with hundreds of dimensions, with a vector 
assigned to each word in the corpus. Furthermore, in the 
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this, a transfer probability combined with a proximity 
probability p is used to switch between global and local 
pollination. According to a provisional parametric, 
p'=0.8 could be more appropriate for the majority of 
applications.

RESULTS AND DISCUSSION

The datasets are collected form uCI repository, where 
the dataset is found to be a multivariate one with 32 
instances and 56 attributes. The performance of the FPA 
is analysed in terms of carious classification metrics that 
includes accuracy, sensitivity, specificity, f-measure and 
mean average percentage error.

The experiments are conducted with the support of 
Tensor Flow and Keras in google Colab cloud service 
with faster gPu. The other technical specification include 
16 gB of available rAM and 20 gB of available free 
space with 11 generation i7 processor. The simulation is 
conducted to validate the model, where the behavior of 
all the performance measures is compared with existing 
methods namely: bee colony optimization (BCo) and ant 
colony optimization (ACo) algorithm. Accuracy is defined  
as the excepted labels vs. the predicted true labels, where 
the formulation is given below:

The F1-score is a weighted harmonic mean of precision 
and recall, where greatest value is found near to 1 and 
worst score at 0.

Figure 2: Accuracy 

The precision metric estimates the overall percentage of 
positive classes in the overall classification tasks.

recall is the ability of the classifier to classify the positive 
instances that are indeed the positive ones.

Figure 3: Precision 

Figure 4: Recall 

Figure 5: F1-Measure 

Figure 6: MAPE 
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The results show that the proposed FPA algorithm (Figure 
2- Figure 6) obtains ideal score by assigning each input 
with each classes based on precision (Figure 3). This helps 
in penalizing the inaccurate predications of multi-label 
classes and hence eliminating it. The results of F1-score 
(Figure 5) outperforms other two models with more than 
6.3% with pre-trained word2vec embedding. The results 
of MAPE (Figure 6) show that the labels that are selected 
is highly relevant in finding the lung cancer classes. This 
further contributes to increased recall rate (Figure 4) with 
unique multi-label classes that helps in easier prediction 
of lung cancer. At times, premature convergence leads 
to lower precision that often affects the accuracy (Figure 
2) of finding the lung cancer classes.

CONCLUSION

In this paper, the FPA algorithm with series of 
preprocessing enables the classification of cancer 
text documents to classify the classes of lung cancer. 
The FPA framework enables optimal classification of 
text documents and resolves the issues of multi-label 
classification. here, FPA helps in classifying an instant 
with one or more classes, where a word2vec word 
embedding approach acts as an embedded corpus. The 
results show that the classifier performed well even if 
the datasets are unbalanced. The values of F-measure 
are higher than other existing models. The comparative 
results further show that the proposed FPA is effective 
with increased accuracy of 91.25% over entire dataset 
than other classifiers. Thus the model is found effective 
in classifying the multi-label classes than other existing 
methods with reduced percentage error. In future, 
the utilization of deep learning can be amended over 
word2vec model and enable it to perform better word 
embedding with pre-trained behavior.
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