
ABSTRACT
Breast cancer is the most common diseases among women’s world-wide. The survival rate of the women may increase 
early diagnosis of the disease. Researchers helping the physicians for analyzing and predicting the breast cancer as early 
as possible using various technologies. This research explores the feature reduction property of Principal Compound 
Analysis (PCA) on breast cancer decisions support system from wisconsin breast cancer dataset which are analyzed in 
both  two dimensional and 3 dimensional components. The data are  reduced to 4 features using chi-square method and 
evaluated the accuracy of classifiers such as K-Nearest Neighbor (K-NN), Linear Regression(LR), Support Vector Machine 
(SVM), Random Forest(RF), Decision Tree (DT),Gaussian Naïve Bayes(GNB) and Artificial Neural Network (ANN). This is 
validated with 10 fold cross-validations. These classifiers are evaluated ,in which the ANN method provides high accuracy 
of 97.00% and also yields better selectivity and sensitivity rates rather than other machine learning algorithms.
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INTRODUCTION

Breast cancer is the massive disease which causes death 
among women around the globe. We need effective 
methodology and algorithms to identify the masses, 
calcifications and architectural distortion. Also we need 
of detecting whether that is benign or malignant. In 
recent days the affected victims are slightly increased 
to 30% (Siegel et al. 2018). Early detection leads the 
survival rate of the women. Mammogram is one of the 
low cost effective tool and diagnosis and accuracy plays 
an important role in diagnosis.  In the last few decades, 
the development of machine learning techniques is too 
vast for detection of breast cancer and classification (Yue 

et al. 2018 ). The feature extraction plays a major role in 
enhancing the features and diagnosing the abnormality 
presence and to determine whether it is benign or 
malignant. Since having many difficulties in diagnosing 
in analyzing the breast cancer researchers focusing on 
many parameters and algorithms. The analysis of diseases 
by utilizing medical imaging is popular in the field of 
medical (Al-Hajj et al. 2003). The intelligent healthcare 
always supports the physicians to achieve meaningful 
benchmarks (Yue et al. 2018).

Literature Survey: Ahmad et al., analyzed the performance 
of the classifiers decision tree (C4.5), SVM, and ANN. 
They used the Iranian center dataset for breast cancer. 
They identified SVM was the best classifier. Liu et al 
applied predictive model based on Decision Table (DT) 
to predict the survivability of breast cancer patient. The 
C5 technique has the 86.52 % accuracy for predicting the 
patients survival rate and bagging algorithm is applied to 
deal with data imbalance problem. This model increase 
the prediction performance on breast cancer. Chaurasia 
and Pal compare the performance metrics of Simple 
Classification and Regression Tree (CART), Decision Tree 
(DT) (J48), RBF neural networks, SVM-RBF kernel, Naïve 



G.Nirmala et al.,

327

Bayes to identify the best method for classification of 
breast cancer datasets. 

The result shows that SVM-RBF kernel has higher 
accuracy of 96.84 % in the Wisconsin Breast Cancer 
(original) datasets. The DL based method have become 
integral part of the doctors and pathologists in clinical 
practices. Some examples are breast cancer detection and 
classification, lung cancer detection, Alzheimer and Brain 
tumors detection. In 2004, two ML methods such as ANN 
and DT were compared with statistical method of linear 
regression to predict the survival of breast cancer in large 
dataset of more than 200,000 cases and demonstrate 
that ML methods could be a promising classification 
for practicle use. The result shows that DT method has 
higher accuracy of 93.6 % with ANN achieves 91.2 % 
and both have higher performance than linear regression 
achieving 89.2 % accuracy. 

Doctors requires regular breast screening for the early 
detection of breast cancer. Early detection of disease 
helps to identify the breast cancer before patient felt 
the symptoms. This includes observation of tissues in 
breast-part for any abnormal lumps. In this stage, a 
Fine-Needle Aspiration (FNA) biopsy method is required 
if any mass or lump is appeared on the breast while 
screening (Sannasi Chakravarthy et al., 2019). The SVM 
process on the training dataset and each data tuple is 
allocated with a class label in training dataset. In the 
training examples, each data represented as a point in 
an n-dimensional space, where n denotes the number of 
features. The SVM maps new data to the nearest class. 
This process provides the huge gap splitting and dividing 
them by representing the data in the various categories 
and this gap is known as hyperplane. The hyperplane 
separates the data and the optimal hyperplane provides 
the big gap for classifying the data. 

The decision tree applies the tree structure to visualize 
the data and denotes in consequences and sequences. 
The “root node” is the topmost node of the tree and 
the internal nodes present a test on the attributes. The 
outcome of the test is called “branch”. The leaf nodes 
are the nodes without further branching and this denotes 
the class label of all prior decisions (Kowalczyk 2017). 
The random forest is based on the generating trees. The 
random forest is the simple algorithm that applies only 
two parameters namely the number of trees in the forest 
and the number of variables in the random subset. This 
algorithm creates the different trees based on the original 
data and the best split predictor is used to prunes the 
trees at each nodes. The trees predictions are aggregating 
to predict the new data (Liaw & Wiener 2002).

Machine Learning Approach: Machine learning can 
employ in various fields to classify patterns or to build 
prediction models. It can be broadly divided into two 
types: (1) Supervised learning and (2) Un-supervised 
learning based on the used data and their availability. 
The machine learning demand is increasing day by day 
based on the service requirements. But this field has 
higher barriers and frequently needs expert knowledge. 

Typical machine learning approach pipeline is as 
follows (1) preprocessing (2) feature selection, and (3) 
classification. In the proposed method, the selection of 
methods, parameters in the process of preprocessing and 
classification stage is automatically detected. By using 
various machine learning Algorithms like K-NN, LR, 
SVM, RF,DT, GNB and ANN,can effectively determine 
the problems and can the solve.

Figure 1: Machine Learning Pipeline 

3.1. Data Exploration: Classification generally used to 
optimize problem. Wisconsin breast cancer dataset was 
used (Mangasarian et al. 1990; Wolberg et al. 1990. The 
data set includes recording collected from the biopsies 
of patients in various hospitals of wisconsin. Grouped 
the data points chronologically in a way which original 
medical cases are reported. The datasets includes 699 
samples or instances that are characterized by nine 
features or attributes. The some more datasets are 
available for analyzing the breast cancer. They are(1) 
Wisconsin Prognostic Breast-Cancer Chemotherapy 
(WPBCC) and (2)Wisconsin Diagnostic Breast-Cancer 
(WDBC) (Sharma et al. 2017). The larger number of ML 
algorithms are utilized to analyze the data set. The three 
main features in diagnosis are preprocessing, feature 
selection and classification.

Figure 2: Benign and Malignant classification in the 
dataset 

3.2. Preprocessing: Data pre-processing utilized for 
filtering the data in an usable format. Noise is a common 
factor with the real time dataset.so we need to preprocess 
the database. Data pre-processing transforms  the dataset 
into usable format by using standardization approach to 
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preprocess the UCI dataset(Parameshachari et al. 2020).
The raw data is preprocessed to scale the feature and 
using standard scalar modules. Statistical Analysis is 
distributed in the graph. The errors are calculated here as 
outliers. In order to calculate the outliers the following 
steps taken.

Calculate first quartile (Q1) (25%)1.	
Find IQR (inter quartile range) = Q3-Q12.	
Compute Q1 - 1.5IQR and Q3 + 1.5IQR3.	

3.3. Correlation Matrix: Correlation based Feature 
Selection (CFS) is an fitter based approach used to select 
the features and feature attributes weight at the intrinsic 
property of data (David et al. 2019). Generally, the feature 
attributes are largely correlated with one another. The 
features that largely correlates gives redundant details 
and are excluded by CFS. Similarly, the features that 
largely interrelate with the labels of class are selected 
and retained (Kowalczyk 2017). The correlation matrix 
provides the heat-map for the input features. 

classification and regression analysis. The benign and 
malignant parts are explained in correlation and Non-
correlation features. We can see several of them are 
highly correlated between each other. 

3.4. Principal Compound Analysis: PCA is a statically 
method used for data analysis. Basically it is a dimension 
reduction technique which includes the relate features. 
The main function of PCA is to detect the patterns in 
dataset and find similarity and differences between each 
individual attributes. Variance of breast cancer dataset 
can be determined as. Feature extraction plays a vital role 
while processing data. It helps to distinguish the benign 
and malignant (Salembier & Garrido 2000) which helps 
to create an better predictive approach. 

It includes various benefits for applying the method 
of feature selection: (a) very faster and effective in 
training the ML algorithms, (b) decreases the complexity 
of model and easy for interpretation (c) improves the 
model accuracy with chosen subset (d) Decreases the 
problem of over fitting (Dhahri et al. 2019). Before 
learning, we are reducing the data set for maintain the 
most significant features along with randomized Single 
Value Decomposition, Low variance, Univarience and 
recursive features (Shlens 2005). We are using min-max 
scaler for preparing data.Here we are using 70 % of data 
for training and 30% of data for  testing.

Figure 3: Heat Map for the correlated value of 30 
attributes 

The greater the correlation value between two features, 
then it is observed as the related and inclusion of one 
feature is more sufficient. Hence, the feature selection 
technique provides the reduced attributes such as 
Radius_Mean, Perimeter_Mean, Concavity_Mean ,Area_
Mean and concave Points_Mean shown in figure.3. The 
selected features from the heat map can be used for the 

Figure 4: Principal compound Analysis (a) 2D PCA (b) 
3D PCA 

The Chi-Square method basically checks the independency 
and tests the relationship among different variables.  The 
Null hypothesis in Chi-Square test means no relationship 
exists among the different variables in population which 
are independent of two variables, that is, it checks 
whether there is a considerable correlation between them. 
According to these correlations, it ranks the features 
according to their importance. In this part, we used this 
method to select the 4 best features shown in Table.1.The 
Chi-Square statistic calculation is quite intuitive and 
straightforward:

				    (1)

Where 
Oi, is the observed frequency counts in the cell 
Ei  is the expected frequency if no relationship existed 
among the variables
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Figure 5: Confusion Matrix 
RESULTS AND DISCUSSION

Calculation Matrices: Generally various parameter 
metrics are used to evaluate a model in machine 
learning. We will use the following common metrics 
to evaluate our models’ performances: i) accuracy; ii) 
precision; iii) recall or sensitivity; iv) F1 score; v) Receiver 
Operating Characteristic (ROC) curve; with 10 fold cross 
validation. 

Confusion Matrix: Confusion matrices are estimated in 
classifier to predict benign and malignant analysis for all 
the Machine Learning algorithms. The confusion matrix 
forms a two-by-two dimension shown in figure 5. 

Table 2. Comparison Table of PCA 2D, PCA 3D and 4 Best features 

Figure 6: Comparision Matrices of PCA 2D 

Figure 7: Comparision Matrices of PCA 3D Figure 8: Comparision Matrices of 4 Best Features 

329



G.Nirmala et al.,

Figure 9: (a),(c)Confusion Matrix for ANN with 1 hidden layer for PCA 2D and PCA 3D (b),(d)
Confusion Matrix for ANN with 2 hidden layer for PCA 2D and PCA 3D 

Figure 10: ROC and Precision –Recall curves. (a) ROC for 
ANN 1hidden layer classification (b)Precision-Recall curve 
for ANN 1hidden layer classification (c) ROC for ANN 
2hidden layer classification (d) Precision-Recall curve for 
ANN 2hidden layer classification

From the Table.2, we have seen that all the Machine 
Learning Algorithms are working effectively on both the 
2D, 3D and selection features. Some algorithms performs 
well and yields good accuracy in PCA 3D than the PCA 
2D such as Linear Regression (97.07%), KNN(95.90%).
Few algorithms performs well on PCA 2D and provide 
good accuracy like SVM, RF and ANN. The DT provides 
same values in both 2D and 3D PCA. The 4 Best features 
out performs well and yields very close results to the 
PCA 2D and 3D, shows need to reform it. Out of all the 
ML algorithms the ANN out performs well, yields very 
Accuracy (97.66%) for PCA 2D, Precision (97.08%), 
Recall (97.81%) and F1 score (97.43) for PCA 3D. Rather 
than accuracy, quite interesting is that, PCA 3D provides 
very good precision, recall and F1 score in all the ML 
algorithms which shows out performs well than the PCA 
2D with 10 fold cross validation.

The ROC curves is the effective technique used to compute 
the performance of classifier for different training and 
testing separations with True Positive (TP) and False 
Positive(FP). It is parameterized by the probabilities of 
threshold values. The TP rate describes the fraction of 
positive cases which are classified correctly by model. 

So, it provides trade-off among ANN 1 hidden layer and 
2 hidden layer precision and Recall ROC curve which 
shown in fig10.

CONLUSION

Various ML techniques can be utilized for the breast 
cancer prediction. The difficulty is to develop an 
computationally efficient and accurate medical data 
classifiers. Each algorithm performs in a various ways 
depending on the datasets and selection of parameters. In 
the proposed ML Algorithms ANN achieves high accuracy 
rate in PCA 2D and Precision, Recall and F1 score are 
very good at PCA 3D. In our future work, we would like 
to choose an optimal feature that plays an major role 
in improving the classifier performance .Further, this 
can also be implemented on cloud platform for ease of 
utilization.
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