
ABSTRACT
Dementia is a globally identified problem . The occurrence of dementia increases abruptly with growing age .It is an 
irreversible brain disease which causes degeneration in the cognitive ability of a person affecting his thinking, memory and 
judgment. Throughout the world around 50 million people have dementia and around 10 million new cases are diagnosed 
every year. Hence addressing this issue has become need of the hour and early diagnosis of dementia is essential for 
the progress of more prevailing treatments. Early diagnosis of this disease is done using cognitive tests to determine the 
mental ability of a person. Some of the cognitive tests include CDR, MMSE, and Adden Brooke’s cognitive examination. 
In present research  work using machine learning techniques we have tried to detect the dementia in early stage .The 
data composed for investigation consists of the gender, age education ,MMSE,CDR,ASF,Handedness,number of visits of 
the patient to the hospital who are clustered as demented or non-demented. We have used different machine learning 
algorithms like Random forest classifier, (SVM), Decision Tree Classifier, Extra Tree Classifier, Neighbors Classifier and 
Logistic Regression to analyze the data .The comparison study of each algorithm is done. The algorithm with highest 
accuracy will be used to further data analysis. In our proposed work we have used extra tree classifier is used for more 
examination of the facts.
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INTRODUCTION

The 60%-70% case of dementia causes Alzheimer’s. 
Continuous deterioration of memory and other significant 
mental functions leads to Alzheimer’s disease (AD).The 
person with Alzheimer’s sickness might get slight signs 
of misperception, partial relations and memorizing the 

things  and struggle in understanding visual pictures .The 
risk of getting Alzheimer diseases increase as the age 
increases(Memon M. H. 2019). As the brain functions are 
irreversible but the illness is progressive. The potential 
drug therapies need to be effective in early process. The 
demand of the timely prediction of diagnosis for testing 
therapies might delay the progression or limit the early 
diagnosis done through learning assessment steps. 
(Kishore. C. 2020). The other steps comprise psychiatric 
past, cerebral history and the behavioral fluctuations in 
the patient. 

MATERIAL and METHODS

Objectives: The main objective of this research work 
is to build  the methods and algorithms to classify the 
types of neurodegenerative diseases. The main research 
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focus is on inspecting and refining features extraction of 
information of neurogeneration. These features are then 
given as the input to model to classify the dementia types 
.we have implemented six different types of machine 
learning algorithms to check the accuracy of the each 
model 

Prevailing Technique: In the prevailing techniques 
(Ahmed, M. R. 2019) the SVM algorithms is used to 
classify the demented and non-demented subjects with 
respect to the data set. This algorithm used for bunch 
processing and it will isolate (Kishore, C. 2020) the 
individual who are suffering with Alzheimer’s Disease, 
the detection process involved using this method is very  
slow . Time proficiency is the primary burden. The initial 
investment is too high to get the data set for Alzheimer 
Disease (AD).

):Machine Learning Approach: The dataset set created 
here is taken from The OASIS dataset contains two 
categories of data That is cross sectional MRI data and 
longitudinal data. The data set created makes use of 150 
subjects between the age group of 60 to 96. Scanning 
of all the subjects were carried out once  and all the 
subjects were right handed .During the study 72 subjects 
were clustered as non-demented and 64 subjects were 
clustered as demented at the preliminary visits but the 
subsequently they all are characterized as demented at 
the later visit .The following parameters are used in the 
evaluation process. 

Mini–Mental State Examination (MMSE) or Folstein test 
is used to measure the cognitive impairment. The test 
consists of 30 point questionnaire which are widely used 
in clinical research .Normal cognition is indicated if the 
score is 24 points (out of 30 points) in the screening 
test. If the score is (<27 points)  then  scan indicate 
severe moderate. Then the score is in the range of (10–18 
points)it is mild. if the score is in the range of  (18–23 
points) then the scan indicates cognitive impairment ( 
Escudero J. 2013).

Clinical Dementia Rating (CDR):  The six areas of the 
cognitive and functional routines applicable to disease 
which are related to dementias are characterized by 
using CDR which is five point scales (Marcus, D.S. 
2007). Estimated Total intracranial volume- ETIV gives 
the information about the negated spaces present in the 
brain. The exact measurement procedure is given by 
bunker (Batmanghelich. 2013).

Feature Selection Methods: The Feature selection 
techniques in this research work used are Univariate 
Selection, Feature Importance and Correlation Matrix 
with Heatmap. Univariate selection method is used to 
extract the features which have the strongest correlation 
with output variable. The statistical test help us to select 
the required features. Feature importance property of the 
model helps us to get the importance of each feature in 
the dataset for each feature the feature importance give 
the score for the data (Prabu, S. 2019). Features will be 
more important if the score is high. To extract the top 

features we use extra tree classifiers for the dataset. How 
best the features are related to target variable can be 
found using correlation matrix .The correlation can be 
positive or negative  .To identify which features are most 
related to the target variables Heatmap are used. Using 
Seaborn library we can plot the Heatmap of correlated 
features.
          
Proposed Algorithms: Initially the work carried out 
with the existing Machine Learning Techniques with 
the available data set. Random Forest is a classification 
algorithm comprising of many decisions trees. It 
uses feature randomness and catching to develop the 
individual tree and then create an uncorrelated forest of 
tree whose prediction is more accurate as compared to 
individual tree (Prabu.S. 2019). Support Vector Machine 
is linear model for regression and classification problems. 
This algorithms focuses on finding the hyperplane in an 
N-dimensional space with N number of features which 
will clearly classifies the data points. The hyperplane is 
just line when the number of input features are two the 
hyperplane becomes the two dimensional plane when the 
input features are three. When the features exceed the 
number three it becomes difficult to imagine the hyper 
plane (Kumari. C.U.2020).

Decision Tree is a decision support tool is the one way to 
display an algorithm which contains conditional control 
statements. This algorithm uses the tree like model of 
decisions and likely consequences, including chance event 
outcomes and utility. K-Neighbor algorithm is a method 
of data cataloging which estimates depending on what 
group of  data points are nearest to it and  are in likely 
a data point is to be a member of one group or the other. 
Logistic regression is a classification algorithm when the 
output variable required is of categorical in nature using 
logistic sigmoid function . logistic regression transforms 
its output to return the probability value which can be 
mapped to two or more discrete class.

Extra Tree Classifier, Extremely Randomized Trees 
Classifier (Extra Trees Classifier) is a type of joint 
learning method which sums the grades of several 
de-correlated decision trees collected in a “forest” to 
output its classification result it is similar to random 
forest classifier. The only difference is the method of 
developing the decision trees in forest from the original 
training sample each decision tree in the extra trees 
forest is built.

RESULTS AND DISCUSSION

In this section we are mainly exploring the relationship 
between dementia of the patient and features of MRI test 
(G. Uysal 2019). The main reason for conducting this 
experimental investigation is to find the relationship of 
the state of data through graph so that we can predict 
the correlations between the data extraction. To select 
the suitable technique understanding nature of data is 
important through the correlation becomes important 
.The minimum, maximum and average values of each 
feature of graph implementation are listed in (Table 1).
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In processing the data we would identify the 8 rows 
with mislaid SES (Socioeconomic Status). Column with 
this missing Socioeconomic Status  issue is taken care 
by dropping the missing values or by replacing the 
missing values by the equivalent values by the process 
of imputation. The imputation will help us to improve 
the performance of the model. Imputation is completed 
by the median.

Performance Measures: In most of the neurodegenerative 
diseases it is significant to take the high positive rate so 
that all the subjects are detected as Alzheimer’s as soon 
as possible but in the mean while we need to make false 
positive rate is small .Area under the curve is the best 
technique for performance measurement .During the 
process of calculating the accuracy of the models the 
confusion matrices are obtained as shown in (Figure 
1(a-e)). correlation matrix gives the data of certain 
feature or data. (Escudero. J. I.2013). 

and accuracy is practical calculated as shown in  
(Table 2).

Features	 Min	 Max	 Mean

Education	 5	 20	 12.6 
SES	 1	 4	 1.34
MMSE	 15	 25	 26
CDR	 0	 1	 0.39
ETIV	 1125	 1170	 1390
NWBV	 0.52	 0.79	 0.66
ADF	 0.73	 1.363	 1.3

Table 1. Min, Max and Avg values of features

Figure 1(a): Logistic regression

The maximum correlated features are considered then 
the appropriate algorithm is applied. For characterizing 
the data points hyperplanes are used .dataset arguments 
might lie on any sides of the hyper plane which can be 
further mapped as several classes. These hyperplanes 
mostly depend  on the quantity of features which are 
existing in dataset. The range of hyper parameters 
are decided by the correlational values of the selected 
features. Then the data set is classified as training and 
test data set and feeded to the intended model .The 
technique is recurring for all the designated algorithms 

Figure 1(b): K neighbor classification SVM Classifier

Figure 1(c): SVM

Figure 1(d): Decision Tree

Figure 1 (e): Extra Tree Classifier
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Performance Evaluation Metrics: For the evaluations of 
the models the performance evaluations metrics such as 
accuracy, precision, recall are described mathematically 
by equation (1), (2) , (3) and (4)  respectively. Whereas 
TP (true positive), TN (true negative), FP (false positive), 
FN (false negative). 

					     (1)

					     (2)

	 (3)

	 (4)

The algorithms used in research work help in faster 
detection of Alzheimer’s. These predictions can benefit 
the patients for taking the early stage treatment .complete 
curing of the disease is not found yet but the treatment 
have be given in the early stage so that the person with 
this disease could be able to fight against the disease in 
the early stage. 

Table  2. Performance statistics (Precision , Recall ,F1 score,Effiency ) comparison table for algorithms (PR-
previous  work ,CW-current work)

With the  support of algorithms we can find out the 
stage in which patient is suffering so that early treatment 
can be initiated. The machine learning algorithms are 
compared with previous work which was (Kishore, 
C.2020) carried out. we found that SVM algorithm 

produced better results for classification and extra tree 
classifier produced the better results are compared to the 
previous work as shown in the Table  2. In upcoming 
years  if the treatment for Alzheimer’s infection  is 
detected  then these  algorithms benefit us to detect the 

18



Madiwalar et al.,

severity stage of the patients  .depending on the severity 
levels we will be able to decide whether  the treatment 
undertaken will be helpful to the patients or not .

CONCLUSION

In our research work more concentration is given on 
early detection of dementia instead of diagnosis after 
the dementia has occurred in adults. As per the previous 
study lot of research is undergoing by using various 
techniques for the detection of dementia .There are 
many advantages of using Machine learning algorithms 
as they reduce human errors and provide accurate and 
efficient results. The time taken to solve a problem is 
reduced with very less or no human intervention. The 
algorithms we applied we found that Extra Tree classifier 
gave the most prominent, reliable and accurate results, 
with an accuracy of 93.14%. In Future since the database 
will have large amount of information the processing 
of the data and analysis of the data becomes the time 
consumption process it may affect the accuracy of the 
algorithm.

Thus only the significant features or dimension involved 
can be reduced using dimensionality reduction algorithm. 
This algorithm selects only the features which are 
prominent role in analysis and other features are just 
eliminated .This techniques help in achieving better 
performance with high accuracy. In future to access the 
mental abilities the patients are subjected to cognitive 
tests which provide the information about MMSE,CDR 
using Addenbrooke’s Cognitive Examination form by 
collaborating with patient’s family and relatives the 
tests are carried out.
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