
ABSTRACT
Breast cancer is the largest detection of cancer among women worldwide. Advancement in computer-aided diagnosis (CAD) 
makes it easy to detect and to classify benign and malignant images, henceforth to increase the life span of women. But fine-
tuning of the accuracy of the existing CAD system comes to the limelight with the available resources. In recent study shows 
deep convolutional network provides greater accuracy. In this paper, we use deep CNN to extract the features with AlexNet. 
Then we Fine-tuned the various parameters to improve the accuracy with various optimizers and learning rates to classify the 
malignant and benign masses with CBIS-DDSM (Curated Breast Imaging Subset of DDSM) dataset. The two classifiers used the 
Support vector machine (SVM) and the Extreme Learning Machine (ELM) which provides an accuracy of 97.36% and 100% 
respectively.
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INTRODUCTION

Breast cancer is one of the leading causes of death for 
women globally.Tthe World Health Organization reported, 
the amount of cancer occurance expected in 2025 is going 
to be 19.3 million cases. At present, Mammography is one 
of the important methods to spot Breast cancer early in 
Deep Learning in terms of training and testing (Li Y et al., 
2016 and Schmidhuber J et al., 2015). There are three types 
of occurrence of cancer in the lesions of the breast. They 
are mass, Microcalcification, and Architectural distortion. 
The biggest challenge in using CAD for abnormality 
detection in Mammograms is the high false-positive rates 
(FPR). False positives lead to patient anxiety, additional 
radiation exposure, unnecessary biopsies, high callback 

rates, increased health care costs (Parameshachari et al., 
2020), and extra assessment (Wang J et al.,2017). 

Machine learning techniques provides significant 
performance in diverse healthcare applications over the 
traditional CAD systems for disease diagnosis  (Hossain 
MS 2019). Nowadays (Dina et al., 2019) CNNs are used in 
mammography for lesion localization and recognition, risk 
estimation, image recovery, and classification tasks. The 
data needed to train a DL network is massive compared 
to the traditional data. CNN's also help radiologists 
providing more accurate diagnoses by providing precise 
quantitative analysis of suspicious lesions and also reduce 
the human error rate by 85% (Wang at al., 2017).

Recently, various algorithms have been used to build 
up computer-aided diagnosis (CAD) systems to enhance 
the diagnostic capabilities of breast cancer in medical 
images (Alkhaleefah et al., 2018) with supervised, 
semi-supervised, and Unsupervised algorithms. These 
algorithms are mainly supported traditional classifiers 
that believe had-crafted features so as to resolve a specific 
machine learning task. Therefore, these sorts of methods 
are considered to be monotonous, prolonged, and require 
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specialist in the field, especially in the feature extraction 
and selection tasks. (Schmidhuber 2017).

MATERIAL AND METHODS

CBIS-DDSM mass database is used for testing and 
training the benign and malignant classes. The dataset 
is split int0 70 % for training and 30% for testing. Many 
‘CAD’ systems start with the image statistics being 
preprocessed. It may be appropriate to calibrate the 
scanned files, resample the data with a well-known static 
resolution of pre-processing steps like rescaling, contrast 
enhancement, etc., with  our dataset performance.

Charkraborty et al., (2018) presented a new system 
with high-to-low intensity thresholding with multi-
resolution analysis to classify masses in DDSM dataset. 
They achieved 85% sensitivity for mass detection an 
AUC of 0.92 for masses diagnosis and an accuracy of 
83.30%. Ragab et al. (2019) presented two segmentation 
approaches with the manual determination of the region 
of interest (ROI) and region-based thresholding. DCNN is 
used for the feature extraction and AlexNet is used for 
fine-tuning. With SVM classifier obtained an accuracy 
of 87.2%. 

Jain et al.,(2016) used AlexNet to classify the breast 
masses in mammograms of the DDSM dataset (Heath et 
al., 2001) and the accuracy achieved was 66%. Suzuki 
et al., (2016) used DCNN using transfer learning in the 
DCNN. The sensitivity achieved when differentiating 
between mass and normal lesions was 89.9% using the 
digital database for screening mammography (DDSM).

Lévy et al.,(2016) presented the research on pre-trained 
networks on AlexNet and GoogLeNet with the Digital 
database for screening mammography(DDSM). The 
experiments performed were lacking in findings of 
problems to find breast masses classification.it provides 
an accuracy of 89% and 92.9%. Huynh et al. (2016) 
presented a transferred learning-based CNN approach for 
mammogram images of 219 breast lesions. CNN extracts 
the features and improved classification accuracy. Due 
to the small number of samples used in the research, the 
overfitting problem might have occurred. 

Hasan nasir khan et al.,(2019) proposed a trained 
system with four views of mammograms, after data 
augmentation. The datasets used are the CBIS-DDSM and 
mini-MIAS databases of mammograms. MVFF produced 
good performance over single view area under ROC curve 
(AUC) of 0.932 for mass and calcification. Emmanuel 
et al., (2019) proposed the research popular DCNN 
based imagenet, AlexNet. It was modified to categorize 
the tumors into benign and malignant (abnormal) in 
mammogram images. It provides improved accuracy of 
95.70%. Luqman Ahmed et al., (2020) proposed two types 
of deep learning-based segment instances DeepLab and 
Masked RNN with the dataset MIAS and CBIS-DDSM. The 
work increased the AUC for the transfer learning method 
with fine-tuning. The AUC is 0.98 for mask RCNN and 
0.95 for the deep lab. Also, the mean average precision 

for the segmentation task is 0.80 and 0.75. The accuracy 
ranges from 0.80 to 0.88.

Deep Convolution Neural Networks: The Deep 
Convolutional Neural Networks (DCNN) is pre-trained 
firstly using the ImageNet dataset, which contains 
millions of natural images for classification and 
regression shown in fig.1. Nowadays, Transfer learning is 
widely used in many research problems in deep learning 
which concentrates on preserving knowledge to feed as 
models for research problems. 

The fine-tuning process at the final layer may be 
substituted with any of the three layers mentioned (i) a 
fully connected layer (ii) a Softmax activation layer, and 
(iii) a custom classifier.

Convolution layer: The first layer in the DCNN is 
convolution layer. It performs convolution 5x5 .Each 
neuron in the layer computed the dot product of weignt 
and local region of the given input.

Activation Layer: The activation Layer used to increase 
the non-linearity without affecting approachable nodes 
of the convolution layer. ReLu is the commonly used 
activation layer. Sigmoid is A Non-linear function, gives 
a smooth gradient.

Figure 1: General Architecture of CNN

It provides good results in classification. The value 
normally lies between o and 1. This is normally used in 
binary classification in the Logistic regression model. 
The function is given in eqn.(1).

 (1)

Tanh is a Non-linear function, squashes a real-valued 
number to the range [-1, 1]. The output is zero centered. 
The value lies in (-1,1)The function is given in the eqn 
(2).

 
   (2)

Softmax function calculates the probabilities distribution 
of the event over ‘n’ different events. This function will 
calculate the probabilities of every target class over all 
possible target classes. Later the calculated probabilities 
are going to be helpful for determining the target class 
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for the given inputs. It is used in Multiclass classification 
in the Logistic Regression model. The mathematical 
expression is given as eqn(3).

 (3)

Pooling: Pooling is a two-dimensional filter, assigned 
for the sample-based discretization process to reduce the 
dimensionality of the input. It provides down-sampling 
feature maps by reduces the presence of features in the 
feature map. Also summarizes the features present in a 
region of the feature map generated by a convolution 
layer. Thus makes the robust model. In order to introduce 
a translation invariance to small shifts and distortions, 
and decrease total number of successive learnable 
parameters. Commonly using pooling methods are (1) 
max pooling and (2) average pooling.

Regularization: Regularization plays a vital role in 
order to obtain accurate results in deep learning; a 
large number of images are required for good training. 
Training a model with a lesser dataset leads to overfitting. 
To minimize that the following regularization techniques 
are used.

(1)L2 & L1 regularization: The regularization term 
is added with the cost function. So weight metrics 
value is decreased. Therefore, It reduces overfitting 
.L2 regularization weight is decayed towards zero. The 
hyperparameter value is optimized to obtain good results. 
In L1 the weight decays to zero. The L1 and L2 equations 
are given in eqn (4) and eqn.(5).

Where, λ-regularization parameter.

(2)Dropout: It is used in the networks, where a large 
number of hidden nodes are used. At every iteration, it 
randomly selects some nodes and removes them together 
with all of their incoming and outgoing connections 
randomly. Hence produce a different set of outputs. 
This probability of selecting node percentage should be 
dropped in the hyperparameter 

(3)Data Augmentation: Large amount of data used ,will 
automatically reduce overfitting is to increase the size 
of the training data. We can increase the training data 
by rotating, flipping, scaling, shifting, Noise injection, 
and color space transformation.

(4)Early stopping: Cross-validation is used where we keep 
one part of the training set as the validation set. If the 
validation set is poor, immediately end the training.

RESULTS AND DISCUSSION
 
The proposed work of multiclassifiers uses AlexNet, 
contains 8 deep layer that can classify into 1000 object 
classes with an input size of [227 227 3]  is shown in 

fig.2. The main significant property of AlexNet is the 
dropout technique which widely employed in reducing 
overfitting significantly [11] (Li et al., 2016). Vector 
parameters assigned for training leads to reduce the loss 
at every iteration. Generally, AlexNet uses a rectified 
linear activation function (ReLU) as an activation 
function which is simple and makes the training so easier 
with various parameter initializations. The ReLU is a 
piecewise linear function, produces one for the positive 
values and zero for negative output. The gradient is 
constant which does not require any computation in the 
backpropagation. The computational cost will be cheaper 
than the sigmoid function is given by the eqn(6).

 (6)

Figure 2: Proposed Block Diagram of modified DCNN 
architecture

In our specific mass, the features are extracted 
classification there we have only two types widely known 
as Benign and Malignant. So the fully connected layer 
‘fc6’ and ‘fc7’are modified with the bias parameters in 
the typical architecture of Alexnet from 1000 classes into 
two classes. The features are extracted from the fully 
connected layer ‘fc7’.Also fine-tune the parameters and 
optimizer given in Table.1. The final layer of Alexnet is 
connected classifications with the classifier with the two 
classes Benign and Malignant. 

Training options Value

Initial learn rate 10e-04 and 10e-3
Learn rate  Constant or piece wise
Mini-batch size 64
Shuffle Every epoch
Cross validation 5
Max epochs 200

Table 1. Training parameter of the proposed model

CLASSIFIER:  Multiple classifiers are generally investigated 
by the researcher for the best performance. The entire 
mathematical model falls into neural networks, Support 
Vector Machine and Bayesian functions are often used 
for the effective classification with the training set. Here 
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using two types of a classifier to extract the performance. 
(1)Support Vector Machine (SVM) classifier (2) Extreme 
Learning (ELM) Machine.

(1)Support Vector Machine Classifier: A support vector 
machine is an efficient supervised pattern classifier 
widely used for pattern recognition and classification 
problems. It is a binary classifier built by constructing 
a hyperplane to separate non-members of the given 
input data. In this way, it merges the data in the high-
dimensional feature space. In a given kernel space linear 
model is constructed and the decision is taken between 
two datasets. 

SVM can also be suited for non-linear classification 
problems. For the given input data set xi, a group of 
training classes was constructed and the decision made 
based on the decision function. The Hypothesis function 
is given in eqn(7). The soft margin classifier is given as 
in eqn(8).

Extreme Learning Machine (ELM): ELM utilizes the single 
hidden layer to obtain great accuracy. L neurons in the 
hidden layer are required to work with an activation 
function that is vastly differentiable without any 
iteration. The ELM single layer is given in eqn(9).

 (9)

Where x - input 

β- output weight vector 

H(x)→hidden layer output, it is given eqn (10)

 (10)

To target vector is in the hidden layers is given in eqn. 
(11).

   (11)

The ELM uses the minimal non-linear least square 
methods which is given in eqn(12).

 (12)

Where H*→Moore−Penrose generalized inverse.
Above eqn(12) can be written as,

 (13) 

The output function is derived from eqn(13).

 (14)

ELM yield good accuracy with minimal training error. 
The performance of the transfer learning model, AlexNet 
with the fine-tuned parameters is evaluated with different 
optimizers such as sigmoid, rmsprop adadelta, and adam 
with two learnig rates 1e-3 and 1e-4. Here the Alexnet 
with adam outperforms well with training and testing 
Accuracy shown in Table.2.

Table 2. Comparison of Accuracy and loss for various 
optimizers

Authors Method Accuracy AUC
  (%) 

Luqman Ahmed Mask R-CNN 80 0.95
et al.,(2020)
Dina A Ragab et DCNN+SVM 87 0.94
al.,(2019) 
Ridhi Arora Modified DCNN 88 0.88
et al.,(2020)
Gokhan  CNN+Deep AE 95 0.97
Altan (2020) 
Proposed DCNN+ADAM+SVM 97.36 0.99
Model
 DCNN+ADAM+ELM 100 100

Table 3. Comparison with various deep learning 
Methods

Figure 3: Comparison Results of proposed work with 
various DCNN models

The proposed result is compared with various deep neural 
network models with the proposed classifier shown in 
fig.3. The proposed model is trained for 200 epochs 
whereas the loss is reduced further and obtained as 
2.1287e-08   for the ELM and 0.0256 for the SVM. Thus 



Nirmala G & Kumar. P

 207

results even the epoch increased there are no changes 
in the training accuracy. The classification is results for 
AlexNet with SVM is 97.36 % and the ELM is 100% with 
a learning rate of 0.0001 shown in Table.3.

CONCLUSION
 
In breast cancer detection, mammography plays a 
significant role, but in certain situations, the radiologists 
cannot identify the tumors even though they have a 
lot of experience. The proposed work is compared with 
the other learning algorithms and various optimizers 
with the Transferred learning AlexNet. The traditional 
Adam layers are modified at the fully connected layers 
for the customized classification of mass detection. 
The customized transfer learning network, AlexNet 
with Adam optimizer provides the accuracy of 97.36% 
and 100% with SVM and ELM classifier respectively. 
The ELM is performing better than the SVM by 2.64 
%. Better accuracy level leads to a better prediction of 
Benign and malignant masses. So the diagnosis lead is 
improved and hence the mortality rate of women may 
be increased. Deep learning needs more samples for 
learning and time consumption is a little high. Better 
augmentation techniques and good feature selection will 
always have room for discussion with minimum samples 
and minimum iterations.
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