
ABSTRACT
Viterbi decoder is considered as one of the widespread error correcting channel decoder of communication devices. The 
Viterbi decoder is mainly used for decoding the convolution codes. The large amount of trellis transitions increases the 
computational complexity of the Viterbi decoder. In this paper, the finite state machine based trellis encoding is proposed 
in the convolutional encoder for minimizing the system complexity. Moreover, the folding transformation is proposed 
in the Viterbi decoder for minimizing the number of stages processed while decoding the encoded data bits. The main 
objective of this proposed system is that the reconstruction of original data bits with less errors. The performance of the 
proposed system is analyzed in terms of number of slice LUT, number of slice register, BRAM, delay and failure rate. In 
addition, the performance of the proposed method is evaluated with the duplication with comparison based protection 
method. The amount of slice registers utilized in the proposed system are 739 for Virtex 5, it is less when compared to 
the duplication with comparison based protection method.
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INTRODUCTION

In communication system, the data is transmitted from 
the source to the destination over the channel or medium 
(Subramani et al. 2020). The channels of the wireless 
communication are become noisy due to the deficiencies 
created by the multipath effect and channel distortions. 
Since, the accuracy of the received data is mainly based 
on the external noise and channel. This external noise 
generates the interferences to the signal and creates the 
errors in the transmitted data. The energy efficiency 
and bandwidth of the wireless communication system 
is improved by using the Error Correction Codes (ECC) 
(Sun, Y. and Cavallaro 2011) (Reddy, B.S. and Rao), 

(Bahrami and Vasic 2019). The Forward Error Correction 
(FEC) of channel coding is used in ECC for improving the 
communication channel’s reliability (Mathana et al. 2013). 
The family of FEC codes is generally attractive for mobile 
communication systems. This FEC codes are considered 
as a part of channel coding standards for 3GPP-LTE 
(4th generation system) or CDMA2000 and UMTS (3rd 
generation system). The decoding algorithm (e.g. turbo 
decoding) improves the operational complexity which is 
used to obtain the coding gain. The energy consumption 
is considered as equal constraint to the throughput in 
communication process (Liu et al. 2012).

In present digital communication system, a variety of 
Error Correction Codes (ECC) are developed based on 
the channel noise (Prakash and Muthamizhse 2016). 
Additionally, some of the ECC standards used in the 
existing methods are given as follows: Hamming codes 
and convolution codes (Marriwala et al. 2013), turbo 
decoding (El Chall et al. 2015), Polar Codes (Leroux et 
al. 2012), soft-decision-based error correction (Kim and 
Sung 2012), low complexity chase decoding (Garcia-
Herrero et al. 2011), unary error correction code (Zhang 
et al. 2014), etc. 
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The digital communication system is designed and 
implemented by using the Application-Specific Integrated 
Circuit (ASIC) (Cai et al. 2017). Generally, the convolution 
coding is used in the communication system’s transmitter 
while transferring the data packets through noisy channel 
and convolutional decoding is utilized for retrieving the 
input signal data. In receiver section, the error is detected 
and corrected by adding the redundancy to a message 
using the convolution coding. However, the decoding 
consumes more time in the receiver baseband with the 
fast Fourier transform (Ates et al. 2016). The Viterbi 
algorithm is the common standard that is used instead 
of convolutional decoding to decode the convolution 
code.  The computational complexity of Viterbi algorithm 
is exponentially increased with the higher constraint 
length (Vaithiyanathan 2015). The main contribution of 
the paper is given as follows:

The Finite State Machine (FSM) based trellis •	
encoding is used in the traditional convolution 
encoder to decrease the system complexity. 
Then the Viterbi decoder is integrated with the •	
folding transformation to reduce the number of 
stages processed while decoding the encoded data 
bits.
The proposed architectures of convolution encoder •	
and Viterbi decoder are used to obtain lesser 
hardware utilization along with less complexity.

The overall organization of the paper is given as 
follows: the literature survey about the Viterbi decoder 
is given in the section 2. The proposed convolutional 
encoder and Viterbi decoder with FSM based trellis and 
folding transformation is described in section 3. The 
experimental and comparative analysis of the proposed 
system are given in section 4. Finally, the conclusion is 
made in section 5.

Literature Survey: Kermani et al. 2016 presented the 
error detection methods for the Carry Select Add 
(CSA) unit and Precomputed CSA (PCSA) structures. 
In addition, theCSA and PCSA are the structures of 
low-complexity and lowlatency Viterbi decoder. The 
developed architecture is mainly based on the fine-tuned 
recomputing with rotated operands as well as it is used 
to detect the permanent and transient faults which are 
coupled with signature based schemes. Therefore, the 
developed Viterbi decoder obtains higher error coverage 
as well as the performances of the decoder are improved 
in the communication systems. However, the erroneous 
result is obtained as output, when the single stuck is 
occurred in the CSA and PCSA.

Kuang 2018 developed the codeword based State 
Transparent Convolutional (STC) decoder. This developed 
STC contains the codeword-based error detector (CB-ED), 
codeword-based error corrector (CB-EC) and codeword-
based Viterbi decoders (CB-VD). The erroneous of the 
collected codeword is identified by using the CB-ED 
and the CB-VD is utilized to correct the few corrupted 
codewords. Additionally, the affected codewords are 

identified and recovered by using the CB-EC. An active 
Register Exchange (RE) stage of Viterbi decoder with 
a clock-gating method is dynamically adjusted by 
using CB-VD. This RE dynamic adjustment is used for 
minimizing the switching activities. The low power 
decoder used in the codeword based STC decoder was 
required an additional space that increased its hardware 
utilization than the traditional architectures.

Xie et al. 2018 presented the Standard Convolutional 
Symbols Generator (SCSG) in multi-parameter 
reconfigurable Viterbi decoder.  The SCSG block in 
Viterbi decoder is helps to adapt the multiple parameters 
and to minimize the resource consumption. Then the 
iterative approach is used in the SCSG to generate 
the standard convolutional symbols the all odd and 
even states. Additionally, the generated convolutional 
symbols are distributed to the branch metric (BM) block 
for calculating the branch metrics. The developed SCSG 
based Viterbi decoder minimizes the resource utilization 
which is used for BM calculation. The errors in the results 
are high due to the less constraint length of the Viterbi 
decoder.

Broich 2017 developed the guideline to design the turbo 
and Viterbi decoder data path with less widths. This 
is obtained by deriving the metric differences of the 
maximum absolute values of internal Max-Log-MAP 
decoder. Moreover, the maximum absolute values of 
difference are formulated for the State Metrics (SM) 
and Candidate SMs (CSM). This SM and CSM are the 
intermediate outputs of add-compare-select (ACS) 
operations and path metrics. The realization of energy 
and area was expensive due to the higher acquisition 
length of the input.  Limitation.

Gao 2019 developed the Viterbi decoder in the Static 
Random Access Memory based FPGAs (SRAM-
FPGAs). This work analyzed the soft error effects in 
the configuration memory of the Viterbi decoder. The 
Viterbi decoder is protected against from the errors by 
using Algorithm-Based Fault Tolerance (ABFT) protection 
method which depends on the structure of enhanced 
Duplication with Comparison (DWC). The developed 
fault tolerant architecture avoids the errors only from 
propagating to the output, when the Single Event 
Upset (SEU) is occurred in the SRAM-FPGAs. The DWC 
protected vitebi decoder creates an additional delay than 
the unprotected decoder.

Proposed System: In the proposed system, an effective 
regeneration of input data is obtained from the 
erroneous bits. The proposed system mainly comprises 
of three phases such as convolutional encoder, data 
bits transmission and Viterbi decoder. The Viterbi 
decoder is combined with the folding transformation 
for minimizing the number of stages while performing 
the decoding process. Additionally, the complexity of 
the convolutional encoder is reduced by using the FSM 
based trellis in the transmitter. The overall architecture 
of proposed system is shown in the Figure 1.
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The convolution encoder generates the encoded data 1.	
which specifies the input data and its redundant 
bits.
The encoded data is transmitted from the transmitter 2.	
to the receiver through the transmission channel.
In the transmission channel, the encoded data may 3.	
affect because of error disturbance caused from the 
environment.
The received data is affected by the errors and 4.	
these erroneous data is required to be processed in 
the Viterbi decoder to reconstruct the original data 
which is given as input.

The architecture of convolutional encoder and Viterbi 
decoder used in this proposed system are clearly 
described as follows,

Convolutional encoder: In the proposed system, 
the convolution encoder is the 1st element of the 
convolutional error correction method. This convolutional 
encoder encodes the input data (I) into codewords(c). 
The important terms used for the computation of 
convolutional encoder are constraint length (H), number 
of states (N), code rate (R), input data (I) and codeword/
encoded data (c). The length of convolutional encoder 
process is represented by the constraint length. The 
amount of shift registers utilized in the procedure defines 
the H. The architecture of the convolutional encoder is 
shown in the Figure 2.

Equation (1) and (2) shows the expression of the 
polynomial codeword generator. The placement of 
XOR gates in the convolutional encoder is defined by 
the generator polynomial. The operation of input data 
and constraint length are defined the amount of states 
which is defined in the equation (3).  The ratio among 
the amount of input data bits to the encoded data bit 
is defined as code rate (R) that is shown in equation 
(4). Additionally, the parameters considered in the 
convolutional encoder are represented in Table.

		  (1)

				    (2)

Where, the delay operator is represented as Z.

		  (3)

				    (4)

Figure 1: Block diagram of the proposed system

Parameters	 Value

Constraint length (H)	 4
Input data (I)	 1
Encoded data (c)	 2

Table 1. Parameters of convolutional encoder

Figure 2: Architecture of Convolutional encoder

Figure 3: FSM of convolutional encoder

Figure 4: Trellis diagram

FSM based trellis diagram: The convolutional codes are 
described as trellis diagram for describing the transitions 
among states as a function of time. The FSM and the 
trellis network are represented in the Figure 3 and 
Figure 4 respectively. This represents the state values (N), 
predictors(p) and comparators (o). The 3-bit binary value 
specifies the state values that shows the convolutional 
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encoder totally has 8 states. In Figure 3, the solid arrow 
line specifies the value p=0 and dashed arrow line 
specifies the value p=1. Additionally, the comparator 
values are mentioned near to the arrow line.

Viterbi decoder: The encoded bit from the convolutional 
encoder is decoded by using the Viterbi algorithm in 
the Viterbi decoder. The path which enters each state 
in the trellis diagram is recursively determined by the 
Viterbi decoder. The sequence of codewords with less 
distance to the collected noisy codewords are defined 
the path of the state. Additionally, the state’s Path Metric 
(PM) is the distance between the path and the collected 
codewords. The Branch Metric (BM) is added to the PM 
in the preceding time stage for determining the possible 
path for a state. Subsequently, it chooses the closest path 
as the possible path. The block diagram of the Viterbi 
decoder used in the proposed system is shown in the 
Figure 5. The basic functional blocks used in the decoder 
are Branch Metric Unit (BMU), Add–Compare–Select 
Unit (ACSU), Path Metric Memory (PMM), and Trace 
Back Unit (TBU).

the number of stages processed while decoding the 
encoded data. The folding is a technique which is used 
to systematically determine the control circuits in 
architectures. In folding transformation, the multiple 
algorithm operations are time-multiplexed to a single 
hardware module. For example, the addition operations 
are combined into a pipelined ripple-carry adder.  The 
folding transformation is identical to the loop folding that 
is used for high-level synthesis. The folding algorithm 
used in the Viterbi decoder is single-rate algorithms.

Consider an arc connecting nodes X and Y are connected 
with i delays in single-rate algorithms. The lth iteration of 
the nodes X and Y are scheduled to execute in the time 
units MX l+x and MY l+y respectively, where the folding 
orders of X and Y are represented as x and y. The JX and 
JY denotes the hardware operators (or functional units) 
which used for executing the node X and Y. The output 
of lth iteration of node X is available in MX l+x+PX, when 
the HX is pipelined by the P_X stages.  The output of X is 
utilized by the (l+i)th iteration of Y, when the arc X→Y 
contains i delays. Equation (5) specifies the amount of 
storage units used in the system.

					     (5)
	

Where, i is the delay. The MX is equal to the MY (i.e., 
MX=MY=M), when the amount of delays to be independent 
of the iteration (l). Then the amount of required storage 
units for the folding transformation is expressed in the 
equation (6).

		  (6)

In the proposed system, the data bits are transferred from 
the source to the destination is affected by the error. 
This is overcome by using the convolutional encoder 
in the source and Viterbi decoder in the destination. 
In that, the complexity of the convolutional encoder 
is minimized by using the FSM based trellis encoding. 
Additionally, the folding transformation is combined 
with the Viterbi decoder for minimizing the amount 
of stages processed in decoding process. This helps to 
minimize the hardware utilization and it has higher error 
coverage in the decoding process.

RESULTS AND DISCUSSION

The results and discussion of the proposed system is 
described in this section. The design and simulation of 
the proposed communication system is carried out in 
Xilinx ISE 14.2 software which is operated in a Windows 
8 operating system with Intel core i3 processor and 
4GB RAM. In this proposed system, the convolutional 
encoder module is developed with the FSM based trellis 
for encoding the input data bits. The constraint length of 
the convolutional encoder is 4 as well as the input and 
encoded data bits of the encoder is 1 and 2 respectively. 
Then the Viterbi decoder is combined with the folding 
transformation for decoding the encoded data bits. This 

Figure 5: Block diagram of the Viterbi decoder

Branch metric unit: The BMU computes the branch metric 
based on the Euclidean distance or hamming distance. 
The Euclidean distance and hamming distance are 
calculated by using the soft decision and hard decision 
viterbi decoder respectively. The operation performed in 
the BMU are comparison of collected code symbol with 
the probable code symbol and identification of amount 
of varied bits. 

Add compare Select unit: The new path metric is obtained 
by adding the BM to the partial PM. The new PM is 
compared, when the two paths are entered into the same 
state. Here, the path which has the minimum metric 
is selected as the new path named as survivor path as 
well as the selection is accomplished for the all states. 
The selected PMs are stored in the Path Metric Memory 
(PMM). Subsequently, the survivor path’s PM of an each 
state is updated and stored in the PMM.

Trace back unit: The output data and survivor path are 
determined in the final unit named as trace-back process 
or register exchange method.  This is used for generating 
the decoding the output sequence.

Folding transformation: The folding transformation 
is developed in the Viterbi decoder for minimizing 
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helps to reconstruct the input data which is transferred 
over the communication channel.

Performance analysis of the proposed system with 
different FPGA devices: The performance analysis of 
the proposed system with the convolutional encoder and 
Viterbi decoder is presented in this section. The proposed 
system is analyzed for three different FPGA devices such 
as Virtex 4, Virtex 5 and Spartan 6. The performances 
are analyzed in terms of slice LUT, slice registers, BRAM, 
delay and failure rate.

Performances		  Available  	 Occupied	 % of
		  resources	 resources	 utilization

Number of		  5270	 1328	 1%
slice LUTS
Number of		  11440	 941	 1%
slice register
BRAM		  -	 1	 -

Table 2. Hardware analysis of proposed system for Virtex 
4 device

Performances		  Available  	 Occupied	 % of
		  resources	 resources	 utilization

Number of		  28800	 1475	 1%
slice LUTS
Number of		  28800	 739	 1%
slice register
BRAM		  -	 1	 -

Table 3. Hardware analysis of proposed system for Virtex 
5 device

Performances		  Available  	 Occupied	 % of
		  resources	 resources	 utilization

Number of		  9112	 1139	 1%
slice LUTS
Number of		  18224	 738	 1%
slice register
BRAM		  -	 2	 -

Table 4. Hardware analysis of proposed system for Spartan 
6 device

FPGA devices	 Virtex 4	 Virtex 5	 Spartan 6

Delay (ns)	 0	 0	 1

Table 5. Delay analysis for FPGA devices

BER	 0	 10%	 20%

Proposed system	 0.13%	 0.17%	 0.20%

Table 7. Failure rate analysis in terms of BER

The hardware analysis of the proposed system for Virtex 
4, Virtex 5 and Spartan 6 are shown in the Table 2, 3 and 
4 respectively.  Moreover, the delay performances of the 
FPGA devices are shown in the Table 5. The number of 
slice LUT, slice registers and BRAM of Virtex 4 are 1328, 
941 and 1 respectively. Additionally, the number of slice 
LUT, slice registers and BRAM of Spartan 6 are 1139, 
738 and 2 respectively. The proposed system delay for 
Spartan 6 device is 1ns, which is high when compared 
to the implementations of Virtex 4 and Virtex 5.

Table 6 and Table 7 shows the failure rate analysis in 
terms of SNR and BER respectively. This Table 6 and 
7 shows the amount of failure occurred in the Viterbi 
decoder. For example, the failure rate for 20 dB is 
0.06% as well as the failure rate for 10% BER is 0.17%. 
This shows the developed system avoids the error 
approximately 99.9% while transmitting the data bits 
from the source to the destination.

Power analysis of proposed system: The static and 
dynamic power of the convolutional encoder and viterbi 
decoder of the proposed system is analyzed in this 
section. This power analysis is taken for different Intel 
FPGA families such as Cyclone II, Cyclone III, Cyclone 
IV, Stratix II and Stratix III.

The static and dynamic power analysis of the convolutional 
encoder and Viterbi decoder is shown in the Table 8. 
Moreover, the graphical illustration of the convolutional 
encoder and Viterbi decoder are shown in the Figure 6 
and Figure 7 respectively. The Intel FPGA family is taken 
because of its value change dump file which used to 
provide input for dynamic power analysis. From the Table 
8, knows that the static power is constant whereas the 
dynamic power is changed for an each device based on 
the triggered input. For example, the static and dynamic 
power of the Viterbi decoder in Cyclone II FPGA device 
are 58mW and 4.59mW respectively.

Comparative analysis: The performance of the proposed 
system is compared with DWC (Gao 2019) for knowing 
the effectiveness of the proposed method. In the ABFT is 
developed based on the improved structure of DWC. The 
improved DWC is used for providing the protection for 
the Viterbi decoder from SEUs. The comparative analysis 
is done in terms of number of slice LUT, number of slice 
register, BRAM, delay and failure rate. This DWC (Gao 
2019) is implemented for different Intel FPGA families 
to evaluate the proposed system performances.

SNR	 0dB	 10dB	 20dB

Proposed system	 0.10%	 0.07%	 0.06%

Table 6. Failure rate analysis in terms of SNR
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Intel FPGA families	 Convolutional encoder 		  Viterbi decoder
	 Static power (mW)	 Dynamic power (mW)	 Static power (mW)	 Dynamic power (mW)

Cyclone II	 58	 2.67	 58	 4.59
Cyclone III	 45	 1.64	 45	 4.18
Cyclone IV	 63	 2.98	 63	 4.74
Stratix II	 84	 4.85	 84	 7.59
Stratix III	 87	 4.92	 87	 7.84

Table 8. Static and dynamic power analysis

Figure 6: Static and dynamic power analysis for 
convolutional encoder

Figure 7: Static and dynamic power analysis for Viterbi 
decoder

Parameters	 DWC (Gao 2019)	 Proposed system
		  Virtex 4	 Virtex 5	 Spartan 6

Number of Slice LUTs	 8672	 1328	 1475	 1139
Number of Slice registers	 5460	 941	 739	 738
BRAM	 2	 1	 1	 2
Delay (ns)	 1	 0	 0	 1

Table 9. Comparison of proposed system for hardware utilization and delay

SNR (dB)	 DWC(Gao 2019)	 Proposed system

0	 0.28%	 0.10%
10	 0.21%	 0.07%
20	 0.20%	 0.06%

Table 10: Comparison of Failure rate in terms of SNR

BER (%)	 DWC(Gao 2019)	 Proposed system

0	 0.18%	 0.13%
10	 0.30%	 0.17%
20	 0.31%	 0.20%

Table 11. Comparison of Failure rate in terms of BER

Table 9 shows the comparison of the hardware utilization 
and delay for the proposed system with DWC (Gao 2019). 
The failure rate comparison of proposed system with 
DWC (Gao 2019) is shown in the Table 10 and Table 11. 
The results of Table 10 and Table 11 are taken for the 
different SNR and BER levels respectively. Moreover, the 
power comparison for convolutional encoder and viterbi 
decoder with different Intel FPGA families are shown in 
the Table 12 and Table 13 respectively.  From the Table 9, 
knows that the hardware utilization of proposed system is 
less when compared to the DWC (Gao 2019). For example, 
the proposed system slice LUT for Virtex 4 is 1328, it is 

less when compared to the DWC (Gao 2019). Moreover, 
the failure rate of the proposed system is less than the 
DWC (Gao 2019). 

For example, the failure rate of the proposed system 
is 0.13%, it is less when compared to the DWC (Gao 
2019). The static and dynamic power of the proposed 
system is less than the DWC (Gao 2019). The proposed 
system achieves better performance due to the FSAM 
based trellis integration in convolutional encoder and 
folding transformation in viterbi decoder. The FSM 
based trellis minimizes the complexity of the system that 



helps to minimize the errors in the communication. The 
viterbi decoder with folding transformation reduces the 
number of stages processed during decoding process. 
The reduction in number of stages minimizes the area 

utilization throughout the system. Moreover, the area 
of the proposed system is directly proportional to the 
power consumption of encoder and decoder. Therefore, 
the static and dynamic power of the proposed system is 
less when compared to the DWC (Gao 2019).

Intel FPGA families	 Static power (mW)		  Dynamic power (mW)
	 DWC (GAO 2019)	 Proposed system	 DWC (Gao 2019)	 Proposed system

Cyclone II	 62	 58	 3.12	 2.67
Cyclone III	 51	 45	 4.78	 1.64
Cyclone IV	 74	 63	 3.09	 2.98
Stratix II	 97	 84	 5.76	 4.85
Stratix III	 81	 87	 5.12	 4.92

Table 12. Comparison of convolutional encoder power for different Intel FPGA families

Intel FPGA families	 Static power (mW)		  Dynamic power (mW)
	 DWC (GAO 2019)	 Proposed system	 DWC (Gao 2019)	 Proposed system

Cyclone II	 62	 58	 5.84	 4.59
Cyclone III	 51	 45	 5.32	 4.18
Cyclone IV	 74	 63	 6.04	 4.74
Stratix II	 97	 84	 8.78	 7.59
Stratix III	 81	 87	 9.12	 7.84

Table 13. Comparison of Viterbi decoder power for different Intel FPGA families

CONCLUSION

In this research, the Viterbi decoder is modified for 
reconstructing the encoded bits from the convolutional 
encoder.  The convolutional encoder is combined with the 
FSM based trellis encoding to reduce the complexity in 
the proposed system. The Viterbi decoder is designed with 
the folding transformation for minimizing the amount 
of stages in the decoding process. This helps to reduce 
the hardware utilization in the wireless communication 
system as well as this proposed system effectively 
reconstructs the encoded data bits into the original 
input data bits. The proposed Viterbi decoder design 
is used to overcome the issues caused by the higher 
constraint length. Moreover, the proposed system gives 
better performance than the DWC in terms of hardware 
utilization, delay and failure rate. The proposed system’s 
slice LUT is 1139 for Spartan 6, it is less when compared 
to the DWC.
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