ABSTRACT
Floor-planning is a very important stage in the VLSI Physical design process. It determines size, performance, reliability and yield of the VLSI chips. VLSI floor-planning is considered as NP-hard in computational point of view. The modern VLSI technology is associated with fixed outline floor-plan constraint and the objective is to minimize the area and wire-length between the modules. In this paper Particle Swarm Optimization (PSO) algorithm is proposed. PSO is used to optimize the floor-plan area and to represent the floor-plan for non-slicing structure, where area is the physical quantity that is considered for optimization. PSO is an effective swarm intelligence search method which explores the search space during the optimization process to find a near optimal solution. The proposed PSO algorithm is tested with the Microelectronics Centre of North Carolina benchmark circuits (MCNC). The obtained results show that the proposed PSO has better optimization of area of floor-plan with optimal run-time compared to other existing optimization schemes. An area improvement of 7.8% and 11.9% is obtained with MCNC benchmarks ami33 and XEROX10 as compared to the existing methods.

KEY WORDS: OPTIMIZATION, PHYSICAL DESIGN PROCESS, PSO, VLSI FLOORPLANNING.

INTRODUCTION
VLSI physical design process is used to map the circuit components into layout of the circuit. This is accomplished in multiple stages as partitioning, floor-planning, placement, routing and compaction (Sherwani, 1999). Floor-planning is an important stage in the physical design process. It deals with placement of rectangular areas allocated to explicit circuit modules which are to be included on a chip. Every module has millions of cells which perform some arithmetic or logical operation. The goal of floor-planning is to optimize the total chip area which includes area of components and interconnects. Floor-planning is considered to be NP hard. Many heuristic algorithms are proposed in the literature to solve the floor-planning problem. Non-deterministic methods such as simulated annealing (SA) have been proposed. An iterative approach is used; relaxation of modules and then simulated annealing is used to generate a near optimal solution. The best floor-plan can be chosen from the generated near optimal solutions (Ashwini Desai and Uday Wali, 2020). A modified SA algorithm is discussed by Yifan Weng et al., (2019). The authors applied a two-step strategy, finding a feasible solution and optimizing. The algorithm is proved to be efficient for the fixed-outline floor-planning. De-xuan ZOU et al., (2016) propose another modified SA algorithm which is applied for fixed outline floor-planning. Their results show a stronger capacity to exploit the solution space compared to SA.
Many computational methods viz Particle swarm optimization techniques are used to optimize a floor-planning problem using iterative approach to improve a candidate solution. Zhenyi Chen et al., (2012) have proposed a hybrid PSO that can handle fixed outline floor-planning. The authors applied a linear decrease process to balance between global and local exploration abilities. This reduced the number of computations and iterations to locate the optimum. Tsung-Ying Sun et al., (2006) discuss PSO with B* tree for floor-planning problem to explore the solution space more efficiently than SA. The authors show that the proposed approach exhibits rapid convergence and leads to near optimal solutions.

Venkatraman and Sundhararajan (2017) describe PSO using polish expression to fix modules with fixed outline constraint and a Hybrid Ant colony optimization technique which can reduce the calculation time and can produce the enhanced floor-plan arrangement, it mainly concentrates on giving more suitable floor-plan in less time. Paramasivam S et al., (2016) propose a hybrid method using PSO and Harmony Search (HS) to achieve global optima and local optima. The results obtained show an optimal solution for larger number of modules. Guolong Chen et al., (2008) discuss a Discrete PSO (DPSO) algorithm to explore the search space and to find an acceptable solution. Amarjot Kaur et al., (2016) propose hybrid particle swarm and ant colony optimization (PSO/ACO) algorithm for non-slicing floor-plans to achieve optimized solution. Area optimization during floor-planning is considered to be very important as the area utilized by the floor-plan will decide the overall chip size. It is also difficult to arrive at a lower bound on the estimated area. Hence, a near optimal solution is chosen to be satisfactory.

This paper proposes a PSO algorithm for VLSI floor-plan area optimization. Non-slicing floor-plans are considered for optimization as they are comparatively difficult to optimize than the slicing type of floor-plans. The proposed PSO for the floor-plan optimization can be implemented for any number of modules or blocks. PSO method is easy to understand; each parameter in the PSO can be controlled and can be varied according to the requirements easily. If the number iterations are to be increased or decreased it can be done by changing the assigned value for the variable. The only parameters that vary from one floor-plan to other are the number of blocks and the velocity assigned to each particle. The feasibility of the solution can be known easily and PSO has higher probability in finding the global optima compared to other methods as only few parameters are used.

When there is no overlapping between modules, the solution is said to be feasible until the solution is infeasible, it helps in knowing if the solution obtained is better or not. The solution can be obtained for any number of modules but at the cost of time, the time required to obtain feasible solution goes on increasing as the number of modules increase. The results in this paper show near optimal solutions can be obtained with proposed PSO as compared to other algorithms.

A. Problem definition: Given a set consisting of n blocks \( B = \{b_1, b_2, ..., b_n\} \), where every block is rectangular in shape with predefined width \( w \) and height \( h \) respectively. The overall width \( W \) and height \( H \) of the floor-plan design are defined. The main objective of floor-planner is to assign a position to each block within the predefined area of floor-plan \( F \), such that the blocks do not overlap with each other and there should be a minimum space between each block for the interconnects. Finally the floor-plan has to be optimized so as to obtain a near optimal solution.

The conditions to be considered during the optimization process are

1. The number of blocks remains the same before and after the optimization process.
2. There should be no overlap between any two or more blocks.
3. Every block must lie in the predefined rectangular region with a predefined aspect ratio.
4. All the blocks should be parallel to the coordinate axis of the predefined floor-plan area \( F \).
5. Taking into consideration the above conditions, PSO algorithm for VLSI floor-plan with area optimization is to be implemented.

B. Floor-planning model: Floor-planning is the placement of flexible blocks with fixed area but unknown dimensions. Floor-planning can be classified as slicing floor-plans and non-slicing floor-plans. The slicing floor-plan can be cut horizontally or vertically, whereas a non-slicing floor-plan cannot be cut either horizontally or vertically. \( B^* \)-tree can be used to represent a non-slicing floor-plan, where the modules are at cut leaves and the cut types are at the internal nodes.

The floor-plan is divided horizontally (H cut) or vertically (V cut). In horizontally sliced floor-plan, the top or bottom sub-floor-plan is represented by the left or right child whereas; in the vertically sliced floor-plan the left or right sub-floor-plan is represented by the left or right child. The slicing floor-plan may correspond to more than one slicing trees, depending on the order of the cut-line sections. Figure 1.a and b represents the non-slicing floor-plan and the slicing floor-plan respectively.

![Figure 1: Floor-plan representations a) non-slicing, b) slicing](image-url)
Non-slicing floor-plans can be represented by Horizontal constraint graph (HCG) and Vertical constraint graph (VCG). The HCG defines the relations of the modules with respect to horizontal interconnections, and VCG defines the relations of the modules with respect to vertical interconnection of the modules. Figure 2 represents a slicing floor-plan and its slicing tree. V refers to the vertical cut and H refers to the horizontal cut.

In PSO, particles communicate with every other particle in the swarm for good positions. They dynamically adjust their positions as well as velocity which are derived from the best position of all the particles in the swarm. Until the swarm moves close to an optimum fitness function, all the particles try to find better positions in the search space. The main reason for the popularity of PSO algorithm is its simplicity in the implementation and its ability to converge to a better solution. It uses only the mathematical operators and without any gradient information of the function to be optimized.

The PSO method is more efficient, cheaper and faster when compared with the other existing optimization methods. The problems like non-convex, non-linear, discrete, continuous, integer variable can be easily solved by PSO. It is known that the PSO is a technique impressed by the swarm intelligence. It is the population based evolutionary formula initialized with a population of random solutions. Since the population initialized is random, the particles tend to occupy random places or positions within the boundary initialized for the floor-plan. Each particle in the swarm looks for the best position by communicating with the neighboring particles and occupies the position if it is best suited for it and its neighboring particles.

If the current position is better than the best position, the current position is updated as the best position. Present best position is represented as P_{BEST} and the global best position is represented as G_{BEST}. The P_{BEST} and G_{BEST} are updated until all the iterations are done. Along with updating the P_{BEST} and G_{BEST}, the fitness value is also updated, which in turn gives the cost value. This updating is done until all the particles tend to fly towards higher and higher positions and until the entire swarm moves close to an optimum solution. When all the particles occupy the best positions once, the solution is said to be feasible until then the solution is not feasible. That is if two or more blocks overlap with each other, then the solution is not feasible. Once all the blocks are at their best suited positions without any overlap between the blocks then the solution is said to be feasible.

C. B*-tree representation: B*-tree representation is the binary tree representation of the compact floor-plan. No modules can be moved towards left or bottom in the representation of the compact floor-plan. B*-trees representation is simple. It can be said that the area-optimal floor-plan always refers to some B*-tree. B*-trees are easy to implement; they inherit some properties of the ordered binary trees. They can perform primitive tree operations like search, insert, and delete. The module at the left bottom corner represents B*-tree root. To obtain the root of the B*-tree, sub-tree is constructed first.

The B*-tree has geometric relationship between all the blocks with respect to the nodes of all the trees corresponding to it. In order to obtain the optimized floor-plan, the B*-tree is used for performing certain operations like rotation of the blocks, deletion of blocks, swapping of the blocks and flipping of the blocks according to the floor-plan requirements. Figure 3 shows the floor-plan with different blocks M0 to M10 with its corresponding B*-tree representation.

D. Basic PSO Algorithm: The basic PSO is a stochastic population based search algorithm. It is considered to be an alternate solution for most of the complex non-linear optimization problems. It was introduced by Dr. Kennedy and Dr. Eberhart in the year 1995. The analogy is taken from the flock of birds or insects that migrate from one place to the other in search of food, in the search space. These birds or insects are unaware of the best position in the search space. If any member could find the desirable path from their social behavior, the remaining members will also follow the same path quickly. This algorithm is derived from the behavior or activity of animals to solve the optimization problems.
METHODOLOGY

The proposed optimization method is inspired from the basic PSO algorithm. In this case the population taken into consideration is the number of blocks to be placed in a floor-plan area. Initially the parameters such as population size, number of iterations for the optimization, inertia weights, and the learning coefficients are to be loaded. The modules have different dimensions and are rectangular in shape, the width and height of each module is to be known before the optimization process. Since every particle moves with a certain velocity, a velocity matrix is constructed with a number of rows and columns equal to the number modules.

The steps in the proposed Particle Swarm Optimization (PSO) algorithm are as follows:

Step 1: Initialize the population size, number of iterations for the optimization and the acceleration coefficients.

Step 2: Load the dimensions of each module (width and height), and the parent dimensions. Initialize the velocities of each particle randomly.

Step 3: Initially the modules take some random positions within the parent region defined.

Step 4: The fitness value of every particle is calculated and best global position GBEST and best particle position PBEST are updated.

Step 5: The PBEST value is updated with the fitness value if it is better than the previous value for all iterations.

Step 6: If the GBEST obtained is better than the previous one, update it with the value obtained in the current iteration.

Step 7: The modules can swap with other modules, or can move from one position to other or can be rotated for the better position within the parent region.

Step 8: Once all the modules are at their optimum region within the bound and without any modules overlapping with each other, the cost function is feasible.

Step 9: If the feasibility is not obtained, then increase the number of iterations or the parent module dimensions.

Step 10: The steps from 4 to 9 are repeated until all the iterations are done.

Step 11: The termination condition is the number of iterations defined.

The main parameters that are considered in PSO algorithm are \(w, c_1, c_2\), velocity and the size of swarm. These parameters influence the optimization of the search space. The values of \(w, c_1, c_2\) can be same for all the optimization problems, whereas the velocity and the swarm size differ. The inertia weight \(w\) can control the momentum of the particles. If \(w=1\), momentum preserved is very little so the change in the positions/directions of particles can be observed quickly. If \(w=0\), the particles move with any knowledge of the previous velocity of the particle. If \(w>1\) (high), the particles do not change the directions/positions rapidly. If the swarm size is low (from 10 to 20), the optimization becomes easier. All the particles in swarm can find the best position at a less time thereby reducing the total time to optimize the solution. Whereas for higher swarm size, usually the time to optimize the solution is high since every particle has to search and occupy the best position and then optimize which takes more time.

The PSO performs three main operations on the particles/modules: swap, rotate and move. In swap, two particles swap their positions with their mutual understanding if the position is best suited for them. In move and rotate the individual particle has to change its position or rotate at right angles if the optimum position can be occupied. All the particles perform these three operations until all the particles are placed at the optimum position or until the termination condition is achieved. The termination condition is the number of iterations itself.

Consider a floor-plan region \(F\), which is the area of floor-plan region and all the modules are to be placed on this region. The set of modules can be defined by \(M=\{b_1, b_2, ..., b_n\}\). Each module has to be placed in the defined region \(F\) such that no modules overlap with each other and all the modules are placed within the region \(F\) and a minimum space is to be maintained between each block for the interconnect. A velocity matrix is defined with a matrix size equal to number of modules; if the number of modules is 10 then a velocity matrix of \(10\times 10\) is defined with some random values. The dimension of matrix is proportional to the number of modules. To calculate the fitness value of particles the cost function is used and is given by equation 1.

\[
f = \frac{1}{\cos(f)}
\]

The initializations that are to be made are as follows; number of modules, number of iterations, inertia weight and the acceleration coefficients \((c_1, c_2)\). Further the floor-plan region \(F\) is defined with the dimensions of floor-plan region also referred to as the parent. The width and height of the parent region defined. The modules that are to be placed are defined in a set of values with their widths and heights defined:

\[
w= [w_1, w_2, w_3, ..., w_n]
\]

\[
h= [h_1, h_2, h_3, ..., h_n]
\]

Where, \(w\) and \(h\) corresponds to the set of width and heights respectively. And \(w_1, w_2, w_3, ..., w_n\) represent the widths of modules and \(h_1, h_2, h_3, ..., h_n\) represent the heights of modules. In PSO, the particle is referred as a point. In this implementation the rectangular blocks are to be placed in the floor-plan region and thus two random points on each rectangular block is assumed in and rout. These points are used to perform the operation like swap, rotate and move. Delta (d) is the gap between the modules.
Initially the modules are placed at a random position within the floor-plan region F defined. Using a function $x = \text{zeros}(1, n)$, the random $1 \times n$ matrix is defined for the positions of the modules. Once the optimization process begins, the modules start to occupy the best position. During the optimization process the solution is considered infeasible if two or more modules overlap each other and when all the modules are at the optimum positions, without any overlapping of modules then the solution is considered to be feasible. The solution obtained from this optimization method is random. And the solution obtained can be used for further applications. Initially the swarm distributes the modules in the random positions in the solution space. The velocity of each particle at $m$th iteration is given by the equation 2.

$$v_m(K+1) = w v_m(K) + r_1 c_1 (p_m(K) - x_m) + r_2 c_2 (g_m(K) - x_m)$$

Where, $v_{m,n}$ is the velocity of $m$th particle in the $n$th dimension, $w$ denotes the inertia weight which lies between 0 and 1, $y_m$ is the global best, $c_1$ and $c_2$ are referred to as acceleration coefficients which are defined randomly, and $r_1$ and $r_2$ are some random value usually ranging in [0, 1] which is sampled from the uniform distribution. For each particle (here in this case modules or blocks), its position is updated for every iteration until the termination condition is reached. And this position can be given by equation 3.

$$x_m(K+1) = x_m(K) + v_m(K+1)$$

The personal best and the global best are updated along with the change in the position of the particle for all the iterations. The global best is updated from the personal best if the current personal best is superior than the previously obtained personal best. $y_m$ represents personal best position represented by equation 4.

$$y_m(K+1) = \begin{cases} y_m(K) & \text{if} & f'(y_m(K)) \geq f'(y_m(K)) \\ y_m(K+1), & \text{if} & y_m(K) < f'(y_m(K)) \end{cases}$$

The parameters that are considered during optimization are swarm size, inertia weight, number of iterations and acceleration coefficients.

If the swarm size is large then for all the iterations, the large part of search space is covered. But it degrades the parallel search for the position of the particles and the iteration computational complexity also increases. Therefore the small swarm size is optima for the optimization. The acceleration coefficients $c_1$ and $c_2$ are the variables that control the overall velocity of the optimization process. If $c_1$ and $c_2$ are both zero, the particles are free to move in search space with no change in velocity. If $c_1 > 0$ and $c_2 = 0$, then each particle will find the best position in search space by local search and if the current position is better it replaces the current position. Conversely, if $c_1 = 0$ and $c_2 > 0$, the particles in the swarm start moving towards one single point which is the best position and hence the overlap of the modules occur.

If $c_1 > c_2$, then each particle can be seen moving towards its personal best and if $c_2 > c_1$, then there is the change in the particles motion where the particles now move towards its global best position. If $c_1 = c_2$, then particles move towards the position which is average of the personal best and global best positions. Through inertia weight, momentum of the particles can be controlled, if $w > 1$, for higher inertia weights the particles generally move with high velocity and in this case the direction of the particle is changed so that a new position can be occupied. Whereas if $w < 1$ the particles move with decreasing acceleration until the velocity is reduced to zero. If the number of iterations is very low, then the optimization may or may not be completed before all the iterations are over. And if the number of iterations is too high, it leads to the unnecessary computational complexity. So the number of iterations should be chosen wisely.

**RESULTS AND DISCUSSION**

The PSO algorithm for VLSI floorplanner optimization is implemented using MATLAB R2020a version 9.8.0.1323502 and Simulink. The parameters required for the optimization are set as $w=0.9$, $c_1=0.7$, $c_2=1.5$. Maximum number of iterations is MaxIt=1000. Certain parameters like the population or the swarm size, width and height of the parent module (W and H), width and height of modules (w and h), random points on modules ($r_{in}$ and $r_{out}$), spacing between the modules (d) and the velocity matrix which is $n \times n$ matrix where $n$ corresponds to number of particles are to be defined for every new optimization problem.

The PSO algorithm is applied for a random floor-plan with 10 modules and 29 modules initially. Figure 4.a shows the random initial floor-plan with 10 modules. To search for the best position in the search space, initially all the blocks are placed at random positions without any overlap. Further the best position is attained by checking the current position of each block and the minimum space between two blocks. For every iteration, if the global best is better than the personal best, the position of the block is updated else the position does not change. Figure 4.b shows the near optimal floor-plan obtained for the random initial floor-plan with 10 blocks. PSO algorithm is also applied for random floor-plan with 29 modules for which the initial and near optimal floor-plans are shown in figure 5.a and 5.b.

Table 1 shows the experimental results for a random floor-plan with 10 modules and 29 modules. For each of the cases the initial floor-plan area and the optimized floor-plan area and time elapsed to complete the optimization is mentioned. For floor-plan with 10 modules and 29 modules, an area improvement of 15.7% and 12.4% respectively is seen as compared to the initial input floor-plan.
The proposed PSO algorithm was tested with ami33 and XEROX10 MCNC benchmark circuits. Figure 6 and 7 show the near optimal floor-plan for MCNC ami33 and XEROX10 benchmark circuits. Table 2 shows comparison of the proposed PSO with Hybrid PSO/ACO (Amarjot Kaur et al., 2016) and Discrete Particle Swarm Optimization (DPSO) (Guolong Chen et al., 2009).

The results obtained from the proposed PSO algorithm show an area improvement of 7.8% over Hybrid PSO/ACO and DPSO for MCNC ami33 benchmark. For MCNC benchmark XEROX10 an improvement in area of 4.1% over Hybrid PSO/ACO and 11.9% over DPSO is obtained from the proposed PSO. Therefore it is observed that the results obtained from the PSO method are better compared to other existing methods.
CONCLUSION

In this paper, a PSO algorithm for VLSI floor-plan optimization is implemented. The experimental results show that PSO is the best scheme for floor-plan optimization. PSO produces better results when compared to the other existing methods. Initially the implementation was done on few modules with lesser floor-plan area in order to check the feasibility. Table 1 shows parent height and width chosen, the total area optimized and time elapsed for two initial floor-plans with 10 and 29 modules. Area improvement of 15.7% and 12.4% was obtained for floor-plan with 10 and 29 modules respectively as compared to the initial floor-plan area. Since the number of iterations was set to 1000, the elapsed time is high.

The performance of the algorithm was tested with MCNC benchmark circuit ami33 and XEROX10 and the results obtained are shown in Table 2. The proposed PSO algorithm was compared with the existing methods Hybrid PSO/ACO (Amarjot Kaur et al., 2016) and Discrete Particle Swarm Optimization (DPSO) (Guo-long Chen et al., 2009). The results show that the area optimization for floor-plan is better in case of PSO method. An improvement in floor-plan area of 7.8% was seen in Hybrid PSO/ACO and DPSO with MCNC benchmark ami33 whereas an area improvement of 4.1% over Hybrid PSO/ACO and 11.9% over DPSO was achieved with MCNC benchmark XEROX10.
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