
ABSTRACT
Artificial Intelligence (AI) and especially Machine learning (ML) is finding to be useful in many tasks that are simple to carryout 
to complex tasks that are found to be challenging in nature. One such application of ML is in classification of images. In 
this paper an attempt to blend the application of unsupervised ML (k-means clustering) approach along with content based 
image retrieval (CBIR) approach is presented to classify clouds. K-means is a simple approach which can be applied for image 
classification, also k-means easily adapts to new examples of classification. An attempt is made to combine the features of 
k-means and CBIR to classify the cloud images. It is performing a double check on the cloud image being classified. Clustering 
in included with CBIR to obtain an easy retrieval of cloud image. Three categories are chosen for classification - low level 
clouds, high level clouds and medium level clouds. The classification of clouds is achieved with the help of ground based images 
(or whole sky images). High resolution of ground based images can be obtained with the help of new high resolution cameras. 
These ground based images are processed to classify the clouds present in the images into the three categories as mentioned 
above. Ground based images captured by ground based cameras provide better ground truth. The results find its application 
in various domains such as agriculture, aviation, military, and various meteorological applications.

KEY WORDS: Artificial Intelligence, CBIR, Cloud classification, k-means clustering, Machine 
Learning.
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INTRODUCTION

In various domains and application such as aviation, 
agriculture, etc., (Rajendrakumar et al 2019) the usage 
of ground based images is getting popular day by day 
and are turning out to be useful in those domains and 
application. We can obtain high quality images with the 
help of ground based image acquisition systems. The 

low level clouds can be classified in a much better way 
as the ground based imagers face the sky to capture the 
images of the sky and clouds. The images captured can 
be used for cloud detection and classification. But this 
also has some challenges as the cloud shape, size and 
intensity varies widely (Liu et al., 2014) also lighting 
conditions add to the challenges of cloud classification 
(Dev et al., 2016).

Threshold method and classifier methods are the major 
divisions based on which the clouds are classified using 
ground based images (Wan and Du, 2020). The first 
method, threshold method, is a simple cloud classification 
method and is a faster method for cloud classification. 
The second method, classifier method, tries to overcome 
the problems that are faced by the threshold method. In 
(Andrews and Enloe, 1974; Andrews et al., 1972) it is 
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proposed that the intensity information in the image 
can be used for image restoration and classification to 
conduct 2-D analysis on images (Parameshachari, B. 
D et al 2019). Spectral features, textural features and 
contextual features can be used for classification of 
images (Haralick et al., 1973), which can also be applied 
for classification of clouds. We may achieve the cloud 
classification using satellite images or ground based 
images with the aid of image processing and ML methods 
(Haralick et al., 1973; Mahrooghy et al., 2012; Rudrappa 
& Vijapur, 2019). In, the present paper we propose the 
cloud classification using the ground based images 
by blending the Content Based Image Retrieval (CBIR) 
method along with k-means clustering method.

The classification of clouds in the present proposal is 
based in classifying the clouds into Low Level Clouds 
(LLC), Medium Level Clouds (MLC) and High Level Clouds 
(HLC). HLC basically fall at a distance of 6000m above 
ground level. Cirrocumulus, Cirrus and Cirrostratus fall 
under HLC, MLC are within 2000m to 6000m above 
ground level. Altocumulus and Altostratus fall under 
MLC. LLC fall in between 0m to 2000m from the ground 
level. Stratocumulus, Stratus and Nimbostratus fall 
under LLC.

Literature Review: In (Zhang et al., 2018) used deep CNN 
for cloud classification using ground based images and 
attained accuracy up to 90.00%. In (Dev et al., 2016) 
authors proposed the use of supervised segmentation 
framework for ground-based sky/cloud images based 
on systematic analysis of different colour spaces and 
components using partial least-squares regression (PLS). 
In (Shi et al., 2017) the authors presented the use of Deep 
Convolutional Activations-Based Features (DCAFs) for 
classification of clouds using ground based images; they 
used dataset from Keil and SWIMCAT DBs. Ground based 
images were used in (Moughyt et al., 2015) for identifying 
the cloud cover with the help of Otsu’s method and Multi-
objective optimization algorithms. 

For detection of clouds Super Pixel Segmentation (SPS) 
method was used in (Liu et al., 2014). In (Mahrooghy 
et al., 2012) authors propose to use Link-based Cluster 
Ensemble for the purpose of cloud classification and 
precipitation estimation. In (Liu et al., 2012) the authors 
propose a novel descriptor – Illumination-Invariant 
Completed Local Ternary Pattern (ICLTP); which tries to 
overcome the challenges posed in cloud classification 
using ground based images because of illumination 
presented in the images. 

For automatic classification of clouds in (Christodoulou 
et al., 2003) the authors presented to use multifeature 
texture analysis and modular neural networks. Satellite 
images from geostationary operational environmental 
satellite (GOES) 8 data were used to build and test the 
cloud classification method in (Tian et al., 1999). In 
(Tian et al., 1999) the authors proposed to use Singular 
Value Decomposition (SVD) and Wavelet Packet (WP) 
image transforms to gain the special features related to 
spectral and textural aspects. In (Buch et al., 1995) the 

author proposed to use binary decision trees to identify 
different types of clouds based on cloud vector features 
and using the whole sky imagers data.

Dataset: The data for the proposed work is taken 
from Singapore High-dynamic-range Whole sky 
IMagingSEGmentation Database (Dev et al., 2018). The 
dataset consists of three types of cloud images for high, 
medium and low level clouds. 52 images are present for 
each of the cloud types. Each image is of 500 X 500 
pixels in size. The ground truth of these images was done 
with the help of experts from Singapore Meteorological 
Services. This available dataset is used for testing the 
classification results.

METHODOLOGY

Two different methods can be used for retrieving an 
image Text Based Image Retrieval (TBIR) and Content 
Based Image Retrieval (CBIR). In the present system we 
propose to use CBIR for retrieving and image from the 
DB (DB) created for the purpose of cloud classification. 
Prior to creation of the DB for CBIR we need to create 
a DB. The process of DB creation is given in (Figure 1). 
We can store the images without any processing or apply 
some preprocessing and then store the image(s) in the 
DB. We choose the second option of preprocessing the 
images and storing it in the DB. 

Figure 1: Flowchart for storing image(s) in DB which will 
be later used for CBIR for classification of clouds

The images stored in the DB will help us to classify the 
cloud present in the ground based images. In order to 
preprocess the image, we use k-means clustering. Once 
the image is passed through the k-means process the 
cloud image chosen is stored in the DB. The number of 
images to be stored in the DB can vary. (Figure 1) shows 
the flowchart for storing image(s) in the DB which will 
be later used for classification of clouds. (Figure 2) shows 
a sample image that is stored in the DB for reference, 
(Figure 3) shows the processed image after k-means is 
applied to image in (Figure 2). (Figure 2) shows a sample 
image that is stored in the DB for reference, (Figure 3) 
shows the processed image after k-means is applied to 
image in (Figure 2).
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For classifying cloud present in a given ground 
basedimage we provide the image as input to the 
classification system. When the input is applied to 
the system, k-means clustering is applied to the input 
image. After the input image is classified, we estimate 
the Euclidian distance for each of the image stored in 
the DB. Euclidian distance equation is given in (1). The 
smaller the value of Euclidian distance the closer is the 
input image to the image in the DB. Euclidian distance is 
utilized as it suits for distance calculation in majority if 
images. (Figure 5) shows the flow chart for classification 
of the cloud present in the input image provided to the 
system.

	 (2)

Standard Deviation is used for contrast details of the 
image and is given in equation (3).

					     (3)

Intesnsity level distribution is obtained from energy 
(E) information present in the image which is given in 
equation (4)

	 (4)

Similarity in the image under test is obtained based on 
equation (5).

	 (5)

ED – Euclidian distance
xin – coordinate of input image
xdb – coordinate of DB image

Based on the value of similarity we can classify the cloud 
present in the ground based image. The cloud is classified 
by considering the largest value of similarity measured 
based on equation (6).

	 (6)

For implementation of the proposed work Matlab 2017 
Ra was used. It was used on system with 8GB RAM, 
Windows Operating System, with 8th generation i3 
processor.

Figure 2: Sample image that is stored in the DB for 
reference

Figure 3: Processed image after k-means is applied to 
image in (Figure 2).

The statistical parameters used for cloud classification 
is below.

The 1st order histogram in any image is given (1).

Probability of pixel k=nk/N	 (1)

Where,
k – is pixel intensity value
nk – number of pixels with intesity value k
N – number of pixels in the image

Mean value of brightness pertaining to an image is 
provided by equation (2).

Figure 4: Flow chart for classification of the cloud present 
in the input image provided to the system

RESULTS

Here we present few results of applying the machine 
learning approach for classifying the clouds present in 
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the ground based images. (Figure 6) shows a sample 
ground based image related to test image that is given 
as input for classifying the cloud. For simplicity only one 
image for each cloud is stored in the DB. In (Figure 7) we 
can observe the estimated values of Euclidian Distance 

Figure 5: Input test image in which cloud classification has 
to be obtained (Cloud present in the image is High

and Similarity Values for the test image which is given as 
input to the system. In (Figure 7) the highlighted values 
show the values corresponding to Euclidian Distance 
and Similarity Value which is close to High Level Cloud 
in this case considered.

The ground based images used in the system are 
taken from the dataset Singapore Whole Sky Imaging 
Segmentation Singapore High-dynamic-range Whole 
sky IMagingSEGmentation DB (SHWIMSEG) (Dev et al., 
2018) and in weatherscapes website (www.weatherscapes.
com, 2019). The dataset SHWIMSEG consists of fifty-two 
images present for each of the clouds mentioned above.  
(Table 1) shows the overall accuracy of the system for 
different conditions considered with respect to the 
process mentioned in (Figure 1). Here three conditions 
are considered and presented in (Table 1). (Table 2) 
provides the comparision between different classification 
appraoches used.

No: of images		 No: of correctly classification of clouds in the
stored in DB for		 ground based images referring to SHWIMSEG dataset
reference (Figure 1)	 High Level	 Middle Level	 Low Level	 Overall accuracy
	 Clouds	 Clouds	 Clouds	 of the system

1	 49	 47	 41	 87.82%
2	 49	 47	 48	 92.31%
3	 49	 47	 10	 67.31%

Table 1. Overall accuracy of cloud classification for different number of cloud images 
stored in DB.

Author(s)	 Method used	 Performance	 Result 
	 for cloud 	 measure	 (%)
	 classification

J. Zhang et al. (2018)	 CNN	 Accuracy	 83.00 - 90.00
A. Kazantzidis et al. (2017)	 K-Nearest Neighbour	 Accuracy	 87.9
Our method	U sing CBIR and k-means	 Accuracy	 67.31- 92.31

Table 2. Comparison of cloud classification approaches with respect to their accuracy 
of classification

CBIR and k-means are simple approaches that can be 
used for image retrieval and classification, also both 
methods can adapt to new examples for image retrieval 
and classification.The accuracy of 67.31% which is less as 
compared to others is observed. This variation in accuracy 
of classification even when more images are present in 
the database is due to the variation in the intesities of the 
images which are stored in the database. If the images 
stored in databased have less intensity variations then it 
results in the reduced accuracy in image classification. 
This can be avoided in our system by carefully choosing 
the images to be stored in database.

CONCLUSION

Cloud classification could be achieved by using 
unsupervised ML approach along with image retrieval 
approach. The classification of clouds was done as high-
level clouds, middle-level clouds and low-level clouds. 
One of the challenging aspects observed was that shape 
and size of the clouds in the ground based images cannot 
be used for classification of clouds. Different intensity 
present in the images also make the classification a more 
challenging aspect. Also, to improve the overall accuracy 
of cloud classification we can consider two major aspects; 
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first one being proper selection of cloud images to be 
stored in DB and second one is to put more images in 
DB prior to testing the classification of clouds present in 
the image. We can test the system to classify the clouds 
into more categories such as classifying the clouds as 
cirrus clouds, stratus clouds, etc., and also estimate the 
cloud cover and use the result in precipitation estimation 
or prediction along with the other meteorological 
information. 
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