
ABSTRACT
The most prevalence of breast disease in ladies is elevated in modern-day years. Some of the automatic feature extraction and 
classification strategies are used at some stage in the method of breast cancer analysis. Most usually used strategies in this 
discipline is primarily based on image processing. It is carried out by using mammograms, ultrasound, and MRI. This paper 
gives systematic evaluation on current image processing based breast most cancers detection techniques that are proposed in 
2008 to 2018. The reason of this overview is to summarize and synthesize this evaluation on breast cancer genocide attention 
and measure the info towards work out capacity consequences for examine. Prospective evaluation lessons are referred to 
shape a numerous goal and economical CAD methods. Modern-day status of cad structures in line with the use of photograph 
visuals and also the classifiers works based on machine learning. Various machine learning techniques utilized for breast cancer 
detection was discussed. The performance of different CAD methods proposed during 2008 to 2018 were estimated and found 
that up to 99% of accuracy was acquired by such CAD techniques. This study aimed to expose the best imaging technique for 
detecting the breast cancer more accurately and found that the MRI based CNN techniques achieved better results than other 
techniques in terms of accuracy, specificity, and sensitivity.
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INTRODUCTION

The process that carried out in the digital image is said 
to as Image Processing (IP) (Chitradevi B et al. 2014). 
Basically, the image processing techniques are used for 
some process like enhancing the image, removing noise 
from image, and so on (Babu et al 2020). Nowadays, the 
methods which are processed with image are utilized in 
various domain for solving variety of problems. Some of 
the problems recently solved by using image processing 

techniques are, insect shape detection (Thenmozhi et al. 
2017), detection of plant leaf disease (Singh et al. 2017), 
historical document enhancement (Mittal et al. 2017), 
maintaining attendance (Yuvaraj et al. 2017), fish disease 
identification (Malik et al. 2017), cotton oil classification 
(Araujo et al. 2017), lane departure detection (Bajli et 
al. 2017), different cancers and so on. In this article, we 
focused to provide the detailed review about the breast 
cancer identification.
 
The cancer is a disease; it affects the part of the human 
body and cause death. Which are classified into several 
types, they are prostate cancer, skin cancer , breast 
cancer, and so on. The breast tumour is one of death 
causing disease in most cases on women. It’s caused 
by the abnormal growth of cells in the breast tissues of 
women. In the survey of American Cancer Society (ACS) 
in 2013, reported that above 40,000 people are dead 
due to breast cancer (Karabatak et al. 2015). It not only 
affected the people of US, other countries like UK (Gareth 
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et al. 2014), India (Malvia et al. 2017). are also mostly 
affected by this disease. The cancer on breast in women 
belong to risky infection among all other type of cancers. 
These type of cancer are identified by various techniques 
and technologies, because it is much hard to identify 
manually. Some of the techniques used as discovering 
the breast cancer are, Ultrasound, biopsy, mammogram, 
and MRI (Magnetic Resonance Imaging). These cancer 
detection techniques identifies the abnormal growth of 
cells. Early detection of such cells can able to control the 
abnormal growth of the cells. The initial stage of cancer 
is called as tumour. The tumour includes two different 
classes, they are begin and malignant. The non-cancerous 
is described as begin tumour and cancerous is described 
as malignant (Gayathri B M et al. 2017). 

The early detection of breast cancer is much challenging 
task and still it doesn’t have proper method for efficiently 
identifying the breast cancer. The best technique 
available for detecting the breast cancer are mostly based 
on image processing technique, and it is also said to as 
Medical image processing. These techniques has distinct 
features for identifying the cancer cells from the infected 
breast. The basic process of image processing (Prabu, S 
et al. 2019) is as follows. 1) Pre-processing, 2) feature 
extraction and, 3) classification. On the pre-processing 
step, the noises present in the image will be removed. 
The feature extraction step extracts the relevant features. 
Finally on the classification step, the cancerous cells 
will be identified and classified. For the classification 
process some other techniques will be used for getting 
best results (Gayathri B. M et al. 2016). Most commonly 
used image processing techniques for detecting breast 
cancer are, mammogram (Beura et al. 2015), ultrasound  
and MRI. 

The breast images created with x-ray are the mammograms. 
The analysis of mammograms is a significant process for 
suggesting the patients for biopsy by the radiologists. 
Based on the training and the experience, the human 
understanding of mammograms will be varied. This 
made the radiologists to make different decisions. The 
understanding of mammogram is one of the major process 
because the radiologists need to concentrate more for 
preventing the mi interpretation. Another important and 
low cost model for breast cancer screening is Ultrasound 
imaging model, it helps to analyse internal part of the 
human body and blood flow via blood vessels. The 
images of the internal part of the human body is obtain 
by using the high frequency sound waves. The main use 
of this Ultrasound imaging technique is to display the 
normal, benign and malignant tissues of different human 
parts. In Ultrasound, different echoes will be produce for 
the healthy and malignant tissues. These created data will 
be analyse for the diagnostic purposes of tumour before 
the therapeutic procedures.

The breast MRI is significant imagery technique for 
the breast cancer recognition. The usage MRI images 
are increased all over the world, it can simply find out, 
focalize, and describe breast defects. In MRI, 1.5 tesla 
magnetic resonance imaging system is used to perform 

the imaging process. Patients were tested in the prone 
pose. During the imaging process, standardized imaging 
protocol is initialized. It contains bilateral axial T2-
weighted Turbo-Spin-Echo sequence, which helps to get 
the output image more clearly. These above explained 
image processing tools are initially creates the image 
of breast and detect whether it is begin or malignant. 
The breast cancer disease is an 2nd leading disease 
among woman on causing death. The adult and aged 
women are more prone to such cancers. At that case no 
specific reasons for breast cancer, although together with 
numerous hazard elements, especially own family-line 
history, non-stop exposure to endogenous estrogens, 
biological threat elements, dense breast tissue, radiation, 
weight problems and intake of diethylstilbestrol.

The symptoms which are regularly considered for find-
out the tumor on breast are calcification and masses. 
Prognosis of breast tumor is commonly tough, observing 
the light-sized of minute calcifications as well as the 
inconsiderable density variance among wholesome 
masses and tissues. Consequently, the greatness of 
appropriate dissection, Computer-Aided Detection (CAD) 
mechanisms become occupied in current years to assist 
surgeons mark an early and perfect identification and 
decrease the False Positive Rate (FPR) (Pak Fatemeh et 
al. 2015). Supreme familiar breast malformations are 
described below: 

Masses: It is area absorbing lesions, looked on various 
crashes. These are differentiated by way of its structure 
like oval, round, irregular, lobulated; it’s contour namely 
vague, circumscribed, speculated, microlobulated, 
obscured and its density namely excessive-fat, low-fat, 
medium-fat. Breast tumours are in no way prepared 
of high fats (which is called as radio-transparent) 
whereas they'll trap grease. The lesions enclosing fats 
like: the galactocele, lipomas, oil cysts, and blended 
lesions (hamartoma). Mass having fats is continually 
harmless.

Microcalcifications: They might be separated towards 3 
classes: generally benign, suspicious, and high chance 
of malignancy. The benign includes sticks, vascular, 
and cutaneous. The suspicious includes some crumbly 
heterogeneous and amorphous. The major malignancy 
satisfactory or first-rate to polymorphic linear distribution 
(Hela Boulehmi et al. 2013).

The modern general of pre-caution to breast tumor 
observe-up expects a multi-disciplinary method after 
main care physicians, radiologists, and surgeons 
(Schneble et al. 2014). Now, the inspection towards 
distant recurrence isn't always assessed amenable to 
healing, medicament or related to a survival assistance. 
Identifying the most desirable imaging configuration 
whereas the surveillance of imaging stays a big 
confrontation. Here are none of disarranged scientific 
tribulations correlating the functionality of apparatuses 
like breast MRI, ultrasound, or positron-emission 
computed tomography (PET/CT) upon placing of breast 
tumour surveyance. The aim of best treatment is to detect 
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the recurrent disorders on early stage and it can preserve 
greatest affected person by gauging and accordance 
whereas value- competency.

In American Joint Committee on Breast Cancer’s TNM 
cancer staging system, one of the most necessary factor 
during the computation is sentinel lymph nodes. The 
stage of pathologic TNM is greater for the sufferers 
who are with metastatic cancers than the sufferers who 
are with metastasis cancer on lymph node. Mostly the 
examination of axillary lymph node will resultant in 
more inexpensive during the medical management. The 
lymph node testing method pancytokeratin immune 
hiosto-chemistry have some of the drawbacks like, high 
cost, high slide practise time, and need different types 
of slide for the pathological examination. In most of the 
case of these slide based examination, various minor 
cancerous may dull and unreasonable (Wang Dayong 
et al. 2016).

In this article, we have presented review on the detection 
of breast cancer and techniques. The contribution of our 
task is as follows: section 2 describe the conducted review 
on different literature on breast cancer detection, section 
3 describe the image based techniques for detecting the 
breast cancer, section 4 describe analysis of various 
breast cancer images, section 5 describe the performance 
comparison of various methods, section 6 describe the 
current trends on breast cancer detection and it’s future 
scope, and on section 7 we conclude our task.

Literature Review: This section describes the reviews 
that already conducted on various articles by different 
authors. Gayathri B. K et al (2016) organized an analysis 
on image segmentation based breast cancer detection 
technique. In this article, the authors provided the detailed 
description on classification of image segmentation. The 
image segmentation is classified into two categories, 
discontinuity and similarity. The discontinuity based 
segmentation procedure works based on the intensity 
changes and it includes two types of segmentation 
process, threshold and edge based. The similarity based 
segmentation procedure works based on the similarity 
of the regions and it only have a single type of process 
for image segmentation, it is described as region based 
segmentation. 

The threshold based segmentation technique separates 
the background and foreground of images. This 
procedure creates the binary image for the segmentation 
process based on the intensity value. The edge based 
segmentation proceedings is made good by using the 
edges in the image and the edges are find out by using 
grey histogram and gradient based method. Region based 
segmentation method segments the images based on 
some pre-defined criteria. This method initially capture 
the random seed pixels and examine with adjacent pixels. 
The researchers of this paper, compared the different 
methods based on the accuracy, noise, density, speed, 
image continuity, and resultant image. The review is 
conducted based on several existing approaches and 

aimed to focus on future works (i.e., to develop hybrid 
technique for breast cancer detection).

Verma Amit et al. (2016) presented a review on the 
detection of tumour in mammograms with image 
processing technique. The authors of this article, focused 
to deliver a better review based on the articles that already 
proposed by using different technique. The pros, cons, 
success rate for various techniques are also described. 
Initially, the authors provided the deep explanation about 
the origination of cancer. They also explained about 
various breast tumours and its effects. Additionally, 
algorithm of detection process is also described. The 
performances of different techniques are compared in 
terms of its problem, sensitivity, and accuracy.

Akila K et al. (2015) delivered a survey on breast cancer 
diagnosis by enhancing the contrast of mammographic 
image. The authors of this article, classified this contrast 
enhancement process into two types. They are, direct 
and indirect contrast enhancement. In direct process, the 
principle of contrast evaluation is established and directly 
improves the contrast of image. The indirect process 
is accomplished with various histogram equalization 
techniques, it increases the contrast by modifying the 
histogram of image. Several histogram techniques that 
are used to enhance the contrast are explained on this 
article. Some of the explained techniques are, histogram 
equalization (HE), Contrast limited adaptive histogram 
equalization (CLAHE), and so on. 

The performance of these histogram equalization 
techniques are compared in terms of EME and PSNR. 
The researchers of this article, telling that the image 
enhanced using classical HE technique doesn’t get clear 
details of image. The masses and micro calcifications 
on the images are clearly enhanced using CLAHE and 
RMSHE. At the result of their comparison, they found that 
the RMSHE is the better one on all compared histogram 
techniques for enhancing the image to detect the breast 
cancer more clearly.

Yassin Nisreen et al.(2017) offered a review on machine 
learning based breast cancer detection techniques. In this 
article, the review is conducted with article from science 
direct, springer link, IEEE, and PubMed. From their article 
seeking results, they excluded about 166 non-relevant 
articles. They compared the performance of articles based 
on the evaluation results, machine learning technique, 
scope, imaging modality, and dataset. The articles are 
compared by grouping based on the journals. 

In the image modality section, the researchers explained 
about different screening techniques, which are, digital 
mammogram, ultrasound, magnetic resonance imaging, 
microscopic images, and infrared thermography. This 
article aims to assist the medical society in the field of 
breast tumour detection for early diagnosis and treatment 
by using Computer Aided Diagnosis (CAD). In future, 
the researchers recommends to have publicly available 
dataset with different set of image modalities. It helps 
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the CAD systems to deliver better outcome based on the 
various modalities and sequences.

Saffar B et al. (2015) presented a review on axillary 
lymph nodes in patients with breast cancer. In this 
study, totally 293 women were involved and five of 
them had bilateral breast cancer. The age of the involved 
patients are in between 23 to 85 years. The LN (lymph 
node) histopathology is categorised as benign LN and 
malignant LN. The thickness of lymph nodes is measured 
in mm (millimetre). On the analysis, 112 cases are 
detected as LN metastases (it is nearly 38 % from totally 
involved cases), 16 cases from 122 cases are identified as 
micro metastases and two of them are with the thickness 
of <3 mm. 

The remaining 181 cases are identified as no LN 
metastases (it is nearly about 72 %). The breast cancer 
was detected on above 55% of women in the age of 
60 using screening. The thickness is most common 
feature, which is used for calculating the LN metastases. 
The researchers aimed to suggest better method for 
identifying the clinical, pathological, and imaging 
findings to LN at current population. Mostly predicted 
metastases with ultrasound earned 72.9 % of specificity, 
68.8 % of sensitivity, 68.8% PPV, and 71.6% NPV. The 
supreme objective of this paper is to analyse the accuracy 
of axillary ultrasound, comparing existent articles, 
identify women for LN on low risk.

Li Shichao et al. (2016) performed a review on Serum 
microRNA-21 (miR-21) based breast cancer. The miR-21 
is a well-known oncom-iRNAs and it plays important 
role on diagnosing various disease like, lung carcinoma, 
gastric cancer, and colorectal cancer. The method of this 
study includes strategy of conducted search, omission and 
selection of studies, estimation of quality and extraction 
of information, and computable examination.

Conventional Breast Imaging Techniques: The breast 
cancer screening process is mostly carried out by using 
three different techniques. Namely, mammography, 
ultrasound, and MRI (Magnetic resonance imaging).

3.1 Mammography based imaging: The mammographic 
technique based on digital imaging has acquired interest 
as the progressed picturing modality for screening the 
breast with greater tracking down rate amongst girls 
much more likely to have their most cancers ignored 
via mammographic screen-film. The exceptional proof 
derives from DMIST (Digital Mammography Imaging 
Screening Trial), shown that the mammography based 
on the digital imaging system have more sensitiveness 
on ladies up to the age of 50. The vigorous range in 
broader of mammographic digital detector produce much 
improved contrast decision when comparing with film. 
By permitting the mammographic system to discover 
greater malignant it may invisible via the tissues (dense 
breast). 

If it is done with the film, the contrast may particularly 
decreased (Chiarelli et al. 2015). In mammographic 

system, tissues like epithelial and stromal be an idea 
reduce x-rays in excess of adipose tissues. The density in 
mammography (also said it as Mammographic Density) 
represents the quantity of dense location or a white tissue 
of a mammogram. To describe the dense location as in 
percentage, the percentage will be used along with the 
mammographic density that is said to as PMD (Huo C. 
W et al. 2014).

3.2 Ultrasound based imaging: One of the unique method 
used in the field of casting the breast cancer with the 
help of ultrasound is called automated breast ultrasound 
(ABUS). In this method, the image obtainment process 
will be disassociate from interpretation task. It is much 
differed from bilateral hand held ultrasound carried 
out by applied scientist. In ABUS, during the analysis 
(interpretation) of monitored images, the uncertain 
lesions are analysed by the medical doctor with the 
images. Moreover, the ABUS permits step forward 
steadiness and faithfulness of pictures reduce the 
dependency of operant. Because of this, the doctors don’t 
need to allot separate time for the picture obtainment 
and they can observe it neither during the obtainment 
or on later (whenever they can). 

Numerous kinds of ABUS based systems are available 
in market with multiple models. There also includes 
different features and image obtainment techniques, 
which helps the physicians to understand the image 
more clearly. These devices, split the picture obtainment 
from the rendering of the learning, permitting greater 
professional connectivity of casting the breast with 
ultrasound (Brem et al. 2015). ABUS technique is pretty 
modern methodology, it unifies the process of obtaining 
the image by replacing the usage of hand-held transducer 
by automatic transducer. It visualize the whole breasts 
in several levels (Scheel J. R et al. 2015). 

3.3 MRI based imaging: The breast cancer screening with 
MRI alters the spreading of stage around diminish stages 
and also the fraction of tumour will be decreased (Pinker 
K et al. 2014). In the early stage, to resolve the diagnostic 
issues in patients, the MRI is used as the 2d-line imaging 
technique. The breast screening technique with MRI is 
related to excessive direct and oblique fees. With these, 
most of the sites are willing to provide excessive-stage 
breast MRI, restrict scientific get admission for screening 
MRIs. The main purpose for the excessive value is that 
the truth of present breast MRI techniques are much 
time absorbing to gather and examine. The ordinary MRI 
examines the breast tissues as much as forty minutes and 
constructs images more than hundred. 

The MRI used to evaluate the cell dying with its capability 
of degree water diffusivity to chemotherapies consequently 
determining responsiveness. It's been proven to be extra 
beneficial beside common morphological adjustments 
on MRI for estimating response of tumour (Woolf et al. 
2014). Table 1 describe the comparison of three different 
imaging techniques that used for the detection. The 
comparison process is conducted based on methods used 
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for the detection and classification, database, and metrics 
used for evaluating the performance. 

4 Analysis of Breast Cancer Detection Process: The 
recognition of breast cancer with image processing 

technique includes some steps like, image pre-processing 
the inputted image, segmenting the image, extracting 
features from images, selecting features from images, 
and classifying the tumor regions. The described steps 
are shown in  Figure 1.

Table 1. Various methods on three different imaging technique for detection of breast cancer on early stage



S.S.Ittannavar et al.,

86

4.1 Pre-processing: The main aim this step is to polish 
the worth of picture to execute it prepared, in addition, 
processing by excluding or lowering the irrelevant and 
excess components within the collection of image-set 
(dataset). There are so many methods for filtering the 
images are available for performing the pre-processing 
on such pics. Some of them are, mean filter or average 
filter, median filtering, wiener filter and adaptive median 
filter (Ramani R. et al. 2013 ). There are two varieties 
of noises are available on the background of average 
mammograms, one is artifacts and other one is black 
heritage which include scientific labels. As a result, the 
objectives of pre-processing is to locate the suspected 
breast areas and delete or remove the unessential picture 
locations. If the segmentation approach is at once 
carried out to the unique photo, therein might be a more 
potentiality that the segmented tumor will no longer in 
shape the genuine tumor contour well. Consequently, 
the contrast-enhancements filters is exploited for US 
image to decorate the contrast and it's conducted as pre-
processing. Pre-processing techniques used by various 
authors are described in table 2. It displays the conducted 
pre-processing steps and methods used for completing 
the pre-processing steps.

4.2 Segmentation: The segmentation of breast image 
is an essential and one of the difficult step with more 
responsibilities in the detection of tumor. In the field of 
pattern recognition and image analysis, it is one of the 
most essential phase and this process is conducted within 
the system it splits the entire image into one of a kind 
regions. From the field of medical image processing, 
the segmentation process will be formed by splitting 
the tissues involved from the background (Zhang et al. 
2011).

Figure 1: General steps in breast cancer detection using 
image processing techniques

Author / Article	 Pre-process	 Methods

Yin Tengfei et al. (2015)	 Artifact Removal	 Wiener filter and entropy-based
		  time window
Lewis et al. (2012)	 remove   black   background   	 global thresholding algorithm
	 and unwanted   artifacts
Tahmasbi et al. (2011)	 extract the Zernike moments as the	 histogram equalization
	 descriptors of mass margins and shapes
Rouhi et al. (2015)	 extend the contrast and reduce 	 histogram equalization
	 speckle noise and ‘‘salt and pepper’’	 and median filtering
 Moon et al. (2011)	 Contrast enhancement	 sigmoid filter, sigma filter, 
	 and segmentation	 radiant magnitude filter
Tzikopoulos et al. (2011)	 image orientation, noise estimation, 	 minimum cross-entropy thresholding
	 and image enhancement	 technique and median filtering technique
Subashini T. S. et al. (2010)	 Artifact removal, pectoral	 Histogram thresholding
	 muscle suppression

Table 2. Pre-process and methods used in various detection techniques

In mammograms, this process will be carried out by 
splitting the suspicious region among the background 
tissue. There are two principal techniques in segmentation. 

(i) area-based strategies (ii) boundary-based strategies.
In MRI image, the segmentation process is executed 
with two mode, (i) auto mode (ii) manual mode. In 



manual mode, the customers can select the threshold 
whatever they need, because some of the alternative 
thresholds will be included on customer’s side. With 
these, they can deliver most advantageous value for the 
threshold. In automatic mode, a rectangle ROI will need 
to be selected by the user and with this selected ROI 
the machine will start to segment the organs (Wu Jie 
et al. 2008). There are various methods are used on the 
segmentation process of breast cancer detection. Some 
of them are, watershed segmentation algorithm, Region-
of-Interest (ROI) segmentation, level-set segmentation, 
fuzzy c-means clustering segmentation, Markov random 
field (MRF) segmentation, seed point retrieval algorithm 
and so on.

4.3 Feature extraction: The major step in supervised 
classification problem is extracting features from the 
images. The quantity of functions decided during the 
detection task of breast cancer suggested in studies 
differs from the cad technique hired. It's far proper to 
apply a most desirable variety of functions whereas a 
large wide variety of features might growth valuational 
desires, structuring it hard to determine correct choice 
limitations in higher dimensional area . Utilization of 
feature extraction is the vital solution for easing training 
process in the data mining methods and enhancing the 
functioning of system without converting the main 
frame of algorithms. Several features are available for 
undertaking the classification or the detection process. A 
number of the features are used in the subject of breast 
cancers detection are described under:

4.3.1 Texture features: Those type of features are 
gathered based totally on the channels of the picture (hue, 
saturation, and depth). It includes three types, grey level 
features, Gabor Filter Features and Haralick Features. 

4.3.2 Graph Features: The structure and configuration 
of nuclei inside the histological picture vicinity is 
likewise related to the most cancers development, and 
this structure might be determined with the use of 
graph-based strategies. Some of the graph based feature 
extraction technique is Delaunay Triangulation, Voronoi 
Diagram, Nuclear Feature, and Minimum Spanning 
Tree.

4.3.3 Contourlet features: This type of features indicates 
the structural information available in picture like 
directions, location, and numerous scales. Additionally, 
the better contour along with the coefficient of pictures 
can be derived by using the contourlet transform.

4.3.4 Co-occurrence matrix features: These features 
are made by 2-D histograms with the provided vector’s 
grey-level pairs. The representation of grey level matrix 
represents that it contains co-prevalence with two depth 
values. During the extraction of features, such features 
are not considered as features, as a substitute numerous 
statistical capabilities are obtained with the entities of 
matrix , by using the distance and the angle which are 
already defined, the pixels will be isolated.

4.3.5 Morphological features: This type of features are 
extracted with the aid of the usage of fuzzy c-means 
algorithm. In this feature, initially the beginning 4 
histogram moments for the clusters has been estimated. 
These estimated histogram moments will be relevant 
to standard deviation, kurtosis, mean intensity and 
skewness of every clusters. Morphological features also 
includes, cell size, shape, and nucleoli appearance.

4.3.6 Histogram features: This feature capture the 
optimistic frequency of thermogram’s incalescence level. 
Estimate the histograms for the both ROI (represents 
the both breast) and creates the features by relating the 
histograms obtained from both ROI.

4.4 Feature selection: The person who are examine the 
tissues and cell for identifying the malignant process 
with the help of microscope is said to as pathologist. 
The statements submitted by the pathologist can be 
used to establish the right treatment, medical procedure, 
and biopsy (Subhashini T. S et al. 2009) In CAD, feature 
selection performed a critical position in big scale 
information thereby high dimensional feature space. 
Additionally, few sparse data and potential pitfalls 
are also available in higher and smaller dimensional 
space. 

When using the higher dimensional space, the feature 
selection is carried out to getting rid of needless records, it 
helps to improve the authentic accuracy and to minimize 
the total training time. The selection of feature is vital 
issue in building class structures [80]. Due to the fact the 
feature selection is a prime factor that ought to be taken 
beneath consideration while imposing a CAD systems 
for spotting breast tissue, acquiring much massive 
features which keep the functionality for explaining and 
maximizing the dissimilarities among exceptional tissues 
as in generous manner. During the feature selection 
process various features are chosen for future process. 
Some of the categorized features during the micro 
calcifications (MC) with cluster is given below:

Cluster’s consistency: The degree of completeness •	
of place utilised through cluster.
Cluster’s sighting: It indicates the lowest elliptical •	
region. (i.e., the degree of space among the 
predominant and space axis).
The quantity of MCs in keeping with the region or •	
area of selection.
Ratio of range between the adjacent MCs.•	
The standard deviation of the inter-distance among •	
neighboring MCs.
Cluster’s region stability: the degree among two areas •	
created by MC (convex hull and cross-sectional).
The cluster region’s representation of momentum: •	
the momentum of cluster will estimated from the 
distance deviation which is estimated from center 
of region.
The MCs quantity on each and every cluster.•	
The specific MCs effectiveness (i.e., need to calculate •	
mean of MCs volume.
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Calculate the effectiveness of thickness with •	
Standard Deviation (SD).
Calculate the effectiveness of volume with SD.•	
Measurement of unusual shape of MC.•	

4.5 Classification: Once the features are normalized, 
it will be given as an input for the classifier. Mostly, 
the image processing based breast cancer detection 
technique uses machine learning algorithms for the 
classification process. In the phases of classification, 
some final shape parameters and geometrical data will 
be provided by these features. On supervised neural 
network, the functions which are estimated on every 
ROI have been used as inputs [84]. On recent research, 
mostly the classifications are conducted with machine 
learning algorithm such as Convolution Neural Network 
(CNN) [85], Support Vector Machine (SVM) [86], Deep 
Neural Network (DNN) [87], and in article [88] Signal 
Enhancement Ratio (SER) is used as an classifier. In some 
other recent image processing based detection method 
utilized Histogram equalization (HE) methods [93] for the 
cancer detection by enhancing the contrast and classifiers 
are not used in such methods.

4.5.1 Convolution Neural Network: It is a widely used 
classification technique and the convolutional filters 
present in the CNN utilize the labelled ConvNets for 
processing the classification task by estimating the 
features of images. The labelled ConvNets acquire higher 

possibility on acquiring the “essence” of trained imaging 
data than the hand-crafted features [89]. CNNs are unique 
from all Neural Network (NN), because as an alternative 
of claiming weights for all inputs. These weights are 
distributed towards the input data as moving window. 
It consists of layers like, Convolutional layer, pooling 
layer, fully connected and output layer [90].

4.5.2 Support Vector Machine: The SVM algorithm is a 
gaining knowledge of system; consequently it's far based 
totally on training of data, testing of data and overall 
performance assessment of data, these can be the usual 
stages in any learning technique. The training stages 
in SVM technique includes cost function minimization 
consequently the learning technique or system can’t be 
confuse with local minima. The testing stages will group 
the test dataset with the support vectors according to the 
evaluated model. 

The performance stage estimates the efficiency of system 
according the estimation of error rate [91]. According to 
the results of SVM during classification, it shown high-
quality performance on the issues arises in the field of 
pattern recognition. On the classification stage of SVM, 
the input data have to transfer regularly to the high-
dimensional feature space by utilizing the non-linear 
kernels. In order to that the data which are transferred, 
turns into much divisible in comparison with the original 
data [92].

Author / Article	 Classifier	 Classifier type

Spanhol et al. (2017)	 CNN	 Machine learning
Roth et al. (2016)	 CNN	 Machine learning
Wahab et al.(2017) 	 CNN	 Machine learning
Maglogiannis et al. (2009)	 SVM	 Machine learning
Acharya et al. (2012)	 SVM	 Machine learning
Ciresan et al. (2013)	 DNN	 Machine learning
Levman et al. (2008)	 SER	 Machine learning
Tahmasbi et al. (2011)	 ANN	 Machine learning
Subashini T. S et al. (2010)	 SVM	 Machine learning
Rouhi et al. (2015)	 CNN	 Machine learning

Table 3. Classifier comparison of various approaches

4.5.3 Deep Neural Network: The Deep Neural Network 
(DNN) [87] is a feed-forward net formed from two different 
layers, which are max-pooling and convolutional layers, 
accompanied by means of numerous fully connected 
layers. The standard hierarchical feature extractor is 
utilized to exceed the intensities present in the input 
image. At last it creates the feature vector and these 
created feature vectors are assessed with fully connected 
layer. The whole weights are improved throughout the 
degradation of the misclassification errors in training 
set data. 

The DNN network includes convolution, max pooling, 
and fully linked layers. The 2D-convolution of all input 

maps will be executed by rectangular filter on every 
convolution layer. In each feasible location of input 
map, the rectangular filter will be executed by the 
system. One of the structural variations among the two 
neural networks (DNN and CNN) is max-pooling (MP) 
layers rather than sub-sampling layers. The final layer 
of neural network (fully connected) similarly combines 
the obtained results into a feature vector.

4.5.4 Signal Enhancement Ratio: In order to appropriately 
estimate the SVMs as a classification procedure for the 
representation of malignant and benign lesions from 
DCE-MR (dynamic contrast superior magnetic resonance 
imaging) breast images, should evaluate its overall 
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performance in opposition to a properly-set up approach. 
The researchers adopted for comparing their method 
by means of effective signal enhancement ratio (SER) 
techniques. If the pre-defined cut-off cost is lower than 
the predicted SER rate, the algorithm will classify it as 

cancer. In CAD based breast cancers diagnosing process, 
various classification techniques are used and some of 
them are already explained on section 4.5. Classifiers 
utilized for the recognition of breast cancer on recent 
days and its type is shown Table 3.

Table 4. Database comparison of various approaches

5 Evaluations & Performance Measurement: The 
breast cancer detection process is conducted with 
image processing through two ways. 1. Using machine 
learning techniques, 2. Using contrast enhancement 
Histogram techniques. The techniques which are based 
on enhancement of image provide higher quality 
images by processing with the inputted original image 

for processing the upcoming steps. This enhancement 
process will be considered as a recognizable investigation 
of images. However with such consideration a particular 
or entire assessment can’t be fulfilled. To specialize the 
subjective and the purpose of algorithm there doesn’t 
have any universal measurements. Here we compared 
the algorithms in terms of PSNR, TPR, and FPR.
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Author / Article	 TPR / PPV	 FPR / NPV	 PSNR	 Time	 Specificity	 Sensitivity	 Accuracy

Bejnordi et al.	 -	 0.93	 -	 -	 -	 0.96	 95.5
Kharel et al.	 -	 -	 35.01 db (Max)	 1 sec (Max)	 -	 -	 -
Dora et al.	 -	 -	 -	 3.5 sec (Max)	 100	 100	 99.27
Rasti et al.	 95.56	 97.37	 -	 -	 94.87	 97.73	 96.39
Junior et al.	 -	 0.013 (Avg)	 -	 -	 -	 -	 97.30 (Max)
Wienbeck et al.	 78	 71	 -	 -	 36	 94	 -
Moon et al.	 80.25	 82.67	 -	 -	 79.49	 83.33	 81.41
Jalalian et al.	 1	 0.5	 -	 -	 97.7 (Max)	 92.4 (Max)	 95.2 (Max)
Kooi et al.	 0.812	 0.888	 -	 -	 -	 -	 -
Tsochatzidis et al. 	 0.97	 0.94	 -	 -	 -	 -	 0.81
Zheng et al. 	 -	 -	 -	 -	 0.964	 0.955	 0.959

Table 5. Performance comparison of various approaches

5.1 Database and performance comparison: This section 
describes the details about the dataset, performance, and 
used techniques for the classification process of breast 
cancer. The number of database are available for testing 
the designed methods for detecting breast cancer. The 
approaches present in our article collection, different 
databases are used by the authors. Which are shown 
in Table 4. The proposed year of the approach, and the 
conclusions are also described.

In Table 5, the performance of various approaches that 
successfully detected the breast cancer with various 
image processing methods are shown.

6 Current Trends and Future Perspectives: The field of 
digital image analysis on the identification of breast 
cancer may greatly enormous. In addition with extensive 
style of imaging qualities and sickness attributes, 
analysis in such place is still undone and different 
demanding situations are at that place to look into 
consistent with well-defined approaches. From the sight 
of research factors, the multimodal fusion is one of the 
most considerable task. The images collected based on 
continuous statistics or from various image environments 
such as computerized tomography, mammography , 
magnetic resonance imaging (MRI) , ultrasound may 
be mixed to make a sturdy resource for most cancers 
diagnostics, growth and medication. As multiple model 
based statistics handling will increase, there is a need of 
visualization tool which become more significant.

The performance of the deep learning approaches relies 
upon pretty on several main stages including pre-
processing, initial program load, and post-processing. 
Moreover, datasets used for training are quite lower 
compared to large-scale ImageNet dataset to attain 
generalization across datasets. Furthermore, cutting-
edge deep learning methods are formed with the base of 
supervised learning knowledge and demand era of manual 
ground truth labels, with big-scale records such tasks are 
more monotonous while processing. Consequently, deep 
learning models which are enormously inspected to detect 
abnormalities in brain MRI or have unsupervised learning 

functionality beside much lower requirement on ground 
truth labels are wished. The previous un-automated 
biomarker evaluation is rather prone for centralized 
versions from one to another diagnostician. Various 
scientists stated that digital image analysis alongside 
diagnostician’s reflection will cause an increased correct 
prediction of tumor.

Conclusion

The presented review discusses the important alternatives, 
concept, outcome among the beginning tendencies 
and destiny opportunities of CAD models. Diverse 
investigation of biopsy model is vital in entire 
elements, grading upon most cancers discovery to 
treatment premeditation. This review opinions distinct 
methodologies utilized for numerous image examination 
with a focal point on breast tumor recognition and 
categorization. This evaluation targets at accomplishing 
the struggle of specialists, in analyzing and reading 
samples of biospy, by CAD strategies. This review aims 
to factor out current improvement in breast cancers 
identification and categorization and provides the 
viewpoint on truthfulness, effectiveness and accurateness 
of various techniques. 

Digital mammography become as soon as considerably 
utilized for detecting the cancerous tissues at the early 
stage. Because of this unfavorable outcomes from the 
body of humans, magnetic resonance imaging (MRI) are 
introduced and it's far normally utilized by the physicians 
for the breast cancer diagnosis. Our study indicates that 
GNRBA and CNN had higher accuracy, specificity, and 
sensitivity. Most of the CNN based approaches used MRI 
dataset for evaluation. So, we believe that MRI should 
be recommended for predicting the breast cancer more 
accurately.
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