
ABSTRACT
Better autonomy will reduce the risk of dangerous driving and accidents. Driverless cars require robust and error free 
architecture in order to ensure the maximum safety of a person. Hence it is important for every driverless system to be 
able to identify traffic signs with maximum accuracy. In order to solve this problem, we have proposed a robust solution 
to detect and classify traffic signs for self-driving driverless cars. It is two stage architecture with a detection algorithm 
used to detect traffic signs followed by a classification algorithm which classifies detected traffic sign into 43 categories. 
Canny edge detector is used to detect the edges of the localized traffic sign and to draw shape-based boundary around 
traffic sign. The detection algorithm used here is YOLOv3 which is state of the art detection algorithm and it is used 
for real time detection of objects. The classifier architecture is build using CNN (Convolutional Neural Networks) and it 
is trained on 86,989 images, each of size 32x32 with 3 color channels. The original dataset is the German Traffic Sign 
Detection Benchmark (GTSDB) with 50,000 images and imbalanced classes, and with the help of equalization of images 
and some pre- processing it is converted into balanced dataset. The training and testing of detection model is performed 
on the German Traffic Sign Recognition Benchmark (GTSRB).
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INTRODUCTION

advanced driver assistance system (aDaS) requires robust 
and accurate architecture. any driverless car must be 
able to identify all the major objects that comes under its 
surrounding. One of the most important task in designing 
advanced Driver assistance System(aDaS) is the accurate 
detection of traffic sign. Since there are large number of 
traffic signs available, it becomes difficult task for one 

to accurately detect and classify traffic signs with the 
same accuracy of driver enabled cars. If any aDaS is 
deployed without the traffic sign detection architecture, 
it may result in fatal accidents. There are many traffic 
sign detection architectures available that deals with 
the individual set of problems. In referenced paper, CNN 
aggregate network is used with limited set of data and the 
model is only able to detect circular and triangular traffic 
signs. In another paper, the traffic signs are classified into 
5 classes, but individual classification is not performed, 
SvM (Support vector Machine) is used for detection and 
CNN is used for classification. In one of the paperYOLOv2 
is used for detection task, CNN architecture is used for 
classification of only 16 traffic signs. German traffic 
sign dataset is used with no preprocessing as the dataset 
contains class imbalance problem and model is trained 
with imbalance class.
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The most challenging task in traffic sign recognition 
is that it occupies very little space in a frame and it 
becomes difficult task to detect such small object in a 
given frame. Currently there are many state of the art 
detection algorithms is available that can detect any 
object it is trained on. The challenge comes when the 
detection in done in real time. even though most of 
the detection architecture are state of the art, but they 
fail to deliver fast and real time detection of objects. If 
we consider faster R-CNN, it has complex architecture 
inspired from vGG16 and it cannot be used for real time 
applications. whereas YOLOv3 has simpler architecture 
and can be used for real time detection of objects.

YOLOv3 is single stage detector and it compromises 
with the accuracy while detecting and classifying at 
the same time. It is good in detecting small objects like 
traffic sign in our case but fails to classify them due 
to its architectural design. Tasks where detection and 
classification both are involved; multistage methods 
are proven to be more effective as compared to single 
stage. Training any model requires a good quality of 
sufficiently large dataset. GTSRB and GTSDB is the 
German traffic sign benchmark dataset for both detection 
and classification and it is used in most of the problems 
which deals with traffic signs.

In this paper our ultimate goal is to overcome the 
flaws that previous papers have and create a combined 
architecture that detects, classify and draw bounding 
box around the traffic sign based on its shape. we have 
used YOLOv3 to detect location of traffic signs on a 
given frame of video and designed a shallow multilayer 
perceptron architecture with convolutional layer to 
classify traffic signs into 43 categories and Canny edge 
detector is used to detect boundaries of traffic signs. 
Dataset used to perform detection and classification is 
German traffic sign dataset but with some preprocessing 
to overcome class imbalance problem.

Proposed Approach: The intuition behind developing 
the model is to create a solution that solves multiple 
problems in a single pipeline, and consume least 
hardware resource and is fast and accurate too. we have 
partitioned entire model into two parts where each part 
performs the task assigned to it. The two phases are 
detection phase and classification phase respectively. 
The detection phase detects the images from given frame 
and return actual location of image from given frame 
and classification model classifies the detected part of 
image into respective category of traffic sign and returns 
the name of predicted class along with the probability. 
Instead of drawing rectangular bounding boxes we have 
performed shape detection for which we have used Canny 
edge detector.

A. Detection Phase: There are large number of state of 
the art detection algorithms available. They detect and 
classify large variety of objects and are trained on very 
huge dataset. But while dealing with the tasks related 
to driverless cars, real time and fast detection plays a 
very important role. Many state of the art algorithms 

are proven to be ineffective in real time detection due 
to their complex architecture. while all other algorithms 
fail, YOLO is promising in real time and fast detection 
of objects. for the detection task we have used darknet 
framework in order to train our detection model. The 
YOLO weights are trained specifically for the detection of 
traffic signs. we are using YOLOv3 as a detector model. 
The traffic signs are divided into 4 random categories so 
as to perform detection task on them. Since as per the 
architecture of YOLO we cannot keep only one class in 
detection. The formula for determining batch size is:

Batch size = Number of Classes * 2000

Figure 2: CNN architecture

at the same time batch size should not be less than 
2000, hence we cannot keep only one class in detection 
as well, so to avoid this error and to increase batch size 
we divided traffic signs into 4 parts prohibitory, danger, 
Mandatory and other. Yolov3 has 53 layers stacked with 
more 53 layers making total of 106 layers. It has ability 
to detect small objects and retain low level features, as 
in our case traffic signs occupy very little space in any 
frame. There are various types of Yolo architectures are 
available, we used 416 x 416 model from darknet.

Figure 1: Yolov3 actual architecture
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Input to the network= (n, 416,416,3)

where n= Number of image
we are requiring to re calculate number of filters after 
every convolution layers. The formula to calculate 
filters is

filters = (3*(5+4))= 27

In Yolo detection is done at three stages 
(layers):82,94,106.

at each stage image is down sampled by 32. every stage 
is responsible to draw 3 bounding box around that object. 
with the help of non-maximum suppression and the IOu 
(Intersection over union) the correct bounding box is 
predicted. fig. 1 shows the architecture of YOLOv3.

In our model we are taking the coordinates of traffic 
sign from given image so as to crop the part of image 
containing traffic sign and then passing that part to our 
classification model.

B. Classification phase: In the detection module, the 
output we get is the part of the image that contains 
the traffic sign. But this traffic sign is unclassified. for 
classification of the Traffic signs into its classes, we use 
a Neural Network that can classify the given image of 
traffic sign into 43 unique classes. The Neural Network 
Comprises of several of the following layers:

Convolutional Neural Network1. 
Max Pooling2. 
flatten3. 
Dropout4. 
Dense5. 

These Neural Networks perform various major tasks in 
classifying the input image in the 43 classes. The Output 
of the Detection Phase i.e. the YOLO network is first 
preprocessed, resized into an input image of 32 x 32(x 
3 channels) and given as an input to our classification 
Neural Network. The Neural Network architecture is 
shown in fig. 2.

The Convolution Layers retains the properties of 
the image that is been given input. The series of 2 
Convolutional Layers were given an input of (32 x 32 x 
3) and Output as (32 x 32 x 32). In this case we haven’t 
reduced the size of the image using 2D Convolution 
since we have used a MaxPooling layer for reducing the 
image. The MaxPooling Layer Reduces the size of 2 axes 
of the input to half in this network, without retaining the 
major properties. The input shape is (32 x 32 x 32) and 
Output (16 x 16 x 32). The DropOut layer ignores a small 
percentage of training data so as to avoid overfitting of 
the model on the training data. Overfitting associates 
with high accuracy on training data but a significantly 
lesser lower accuracy on testing data. The DropOut layer 
is followed by the flatten Layer which converts the 3D 
array into a 1D array i.e. (16x16x32) to (8192). This 
converts the 3D array to an input for the Dense Layers. 

Dense Layers consist of many layers which convert 
Input into a desired output shape having many trainable 
weights. Here we converted (8192) shaped array into 
(128) shaped array. This is again followed by a DropOut 
layer for avoiding overfitting. adding a Dense Layer 
again, output shape is (43). These 43 Output are the 
probabilities of the 43 classes where we take the highest 
class probability and classify the image. 

The Output layers are Categorical classes, so the activation 
function for the Output Layers have SoftMax activation 
function we train this Neural Network by using a Dataset 
which is shown later in this paper. while training the 
Network, the time required to train and the accuracy of 
the model depends on the following factors,

Optimizer used.1. 
Number of epochs.2. 
Correct Loss function3. 

Figure 3: Accuracy vs Epochs 

Figure 4: Different classes of traffic signs

we use adam Optimizer in this case. adam optimizer is 
a combination of Gradient decent with momentum and 
RMSprop optimizers. It combines the benefits of both the 
optimizers into one. The v t part of the formula refers 
to the Gradient Decent part and the s t part refers to 
the RMSprop part. The number of epochs for which the 
Network is trained determines the accuracy. The more it 
is trained it is the better is the accuracy. But after some 
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particular number of epochs, the accuracy saturates and 
increases very slowly. This is the ideal point. The fig.3 
shows accuracy vs epochs plot for training (blue line) 
and testing (orange line) dataset.

The output consists probability distribution in between 
43 different classes, so use of relevant classification 
loss function i.e. Categorical Cross entropy is used. This 
gives the system the correct Loss function according to 
the data.

C. Edge Detection: as discussed in the approach, we are 
drawing the edges or the approximate boundaries of the 
traffic signs with the help of their original positional 
coordinates that are returned by Yolov3. By default, we 
can draw rectangular bounding box around the detected 
traffic sign but it gives no information about the edges, 
shape and orientation of traffic sign. There are large 
number of edge detection algorithms are available. Sobel, 
Canny, Prewitt, Roberts, and fuzzy logic methods are 
common methods to detect edges. In this model we used 
Canny edge detector.

III. Dataset: any deep learning problem requires a huge 
amount of good dataset that can be used to train, validate 
and test our algorithm for its speed, accuracy and error. 
There are various types of datasets available when 
dealing with traffic sign. In one of the paper, authors 
have used Japanese dataset for training their model. 
Same way Chinese data too is available and it is open 
source. In our paper, we are using German traffic sign 
dataset [German paper] which is benchmark for traffic 
sign detection and classification. The dataset is German 
traffic sign detection benchmark (GTSDB) and German 
traffic sign recognition benchmark (GTSRB). The GTSDB 
dataset is used to train Yolov3 for the task of detection of 
traffic signs. The dataset comprises of total 900 images 
out of which we are using 800 for training and 100 for 
testing. The images are labeled and provided with the 
coordinates of bounding boxes on that image. The sample 
images are as shown in fig. 5:

The problem with the original dataset is that the classes 
are highly imbalanced. Imbalance in class will result in 
unequal distribution of weights to the traffic signs and 
result is false accuracy. 

we have trained the classification model with the original 
dataset and the training and testing accuracy is 99.9 %, 
the dataset has 50,000 images. However, we cannot give 
more priority to accuracy when we know that the classes 
are highly imbalance and we are training on imbalance 
classes. Before start training, we have to make sure that 
the classes are equally distributed. for this we applied 
rotation and brightening to all the images to create 
new samples. The sign of the dataset has increased to 
almost 87,000 after applying this technique of data 
augmentation. Histogram of the classes of traffic sign 
against their frequency in the dataset before and after 
equalization by adding transformed images (brightness 
and rotation) from original dataset is shown in fig. 6. 
Sample of dataset containing different classes is shown in 
fig. 3. after training the classification model, the training 
accuracy is 98% and testing accuracy is 90%.

Figure 5: Representation of training dataset for detection 
task with bounding boxes around traffic signs

The images for training has resolution of 1360 x 800. 
Since Yolov3 down samples the image into 416 x 416 
we do not need to be worried about the resolution of 
images. The detection model is trained on this dataset. 
Classification model requires very large amount of 
images of traffic signs. Since we are aiming to categories 
43 classes, dataset with very low number of images are 
not going to give us the good result. The GTSRB dataset 
is used for classification without extra preprocessing. 

Figure 6: Histogram of dataset before and after 
preprocessing

Figure 7: Detected traffic signs

RESULTS

The network when given an input of an image or video, 
gives out the image with localised Traffic sign and its 
class. The model works efficiently in most lighting and 
weather conditions and is tested on such conditions. 
for a better visualization of the traffic sign, the edge 
detection model is also applied for localization. The 
detection model has maP (mean average Precision) of 



93 %. The classification model has testing accuracy of 
90%. we can see the sample output images in fig.7. The 
darknet framework (YOLOv3) can compute using CPu 
as well as GPu power. In this case we tested it on both. 
CPu took approximately 1 second to process 1 frame 
(Intel i5 9 th gen) and GPu took approx. 0.28 second to 
process 1 frame (GPu by Google Colab) The GPu setup 
takes 0.28 seconds to process 1 frame. So, the processing 
speed is approx. 3 fps (frames per second) on GPu. On 
CPu it is 1 fps.

CONCLUSION

In this paper, we have detected and classified traffic 
signs out of raw images. These signs are classified into 
43 classes and then are localized using edge detection 
technique. Here, two stage model is used. One for 
classification and one for detection. The model is able 
to detect images in both bright and low light condition. 
This approach led us to compromise with speed but it is 
delivering better accuracy. The use of two stage model 
is done because of lack of good quality of sufficient 
dataset and computing power, which is required to train 
a detection model. The speed of model can be improved 
significantly by using only one model. The model 
sometimes fails to detect traffic signs from very high 
resolution videos. Training it on a larger dataset with a 
better and more diverse resolutions will be done in future. 
Improving the classification dataset by increasing the 
variety of resolutions and the number of classes of the 
training dataset to improve the classification accuracy. 
The maximum processing performance obtained is 3 fps 
whereas the real- time input usually works on 25-30 fps. 
Optimising the performance using known techniques will 
be done. a new architecture similar to this using shape 
detection specially designed for detection of traffic signs 
can be implemented to decrease the noise that will be the 
input of the architecture, hence increasing accuracy.
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