ABSTRACT
Convolutional neural networks (CNNs) have showed their dominance in hyperspectral image classification (HIS) where spectral embedded with spatial features have provided means for excellent database training when the application is image classification. Different scaling with context of number of layers in efficient neural networks has been the recent topic of research where attention aided and not aided machine learning algorithm have being the elementary topic of vigilance. We have in the paper highlighted an attention seeking CNN 12 layer algorithm that is utilized for efficient labeling the prime aspect of image classification. The raw image provided as input to the network extracts the relevant features in a way that joining feature map created provides better results in terms of accuracy. The framework created utilizes the available sets of images and compares the parameters that will help in making the algorithm robust and fine tuned with respect to required hyper parameters. The linear transformation that is the main advantage of CNN architecture has made the system more reliable unlike the rule based feature extraction and classification frameworks. In this paper the three dimensional input utilization helps us solve the overfitting problem that is a byproduct of exhaustive layering during training. The way the three dimensional input is handled in terms of CNN 12 layer convoluting is the simple nonlinear function that is the key aspect of this research paper to improve accuracy.
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INTRODUCTION
Hyperspectral remote sensing via Hyperspectral imagery (HSI) is the requirement of providing multispectral processing capabilities where normal RGB imaging provides insufficient capabilities. This requirement of handling multiple spectral information not only requires a strong back bone of processing speed but no compensation in terms of accuracy can be subdued where minimizing the feature extracted is concerned. HIS has been evolving from the past decade as the hindrances of handling large datasets has been evolving constantly where competition always has been with respect to providing an efficient machine learning algorithm. This algorithm was not only meant to be custom made for the problems of classification but the problem needed to be addressed is also evolving with the needs of making remote sensing solve problems especially in the area of agriculture. The early ear of algorithm and framework development was restricted to spectral classifiers where the machine is to be supervised or non supervised depended totally on the application coverage.

Linear and non linear regression provided a good start but soon multilingual utilization brought demands to extract physical properties hence brought about classifiers like support vector machines (SVM), random forest (RF) etc. These classifiers did the job but custom tailoring these classifiers increased the over fitting problems that required handling capabilities of an efficient trained data base. Recent reporting’s have showcased that the
As each sample to train is an neuron that requires combustive instantiation the researcher utilized multiple channels to be normalized as shown in the figure at pooling. The spectral features are convoluted before fusion with the scale of neuron filtering that is varies with respect to 2N where n is the number of layers from 1 to 12 and filters are required at each layer to control the number of feature maps created for labeling in a convolution neural network. For fusion pooling operation is performed which is responsible to study the non linear properties that are divide at each layer in terms of dimensionality. This pooling is done at each layer so that most relevant information is extracted as down sampling of data is provided on each stride configured.

On general basis the data remains constant at each layer. This is very essential for our algorithm to overcome overfitting configurations at the very base itself. The pooling that we utilize is the average pooling which is required for processing the normalized data Next step is variation in convolution which a measure technique where in the function utilized is bounded. This bounded variation defined as BV function which is determined by real values under bounding extents. Bounded convolution is varied in terms of the axis definition rows and columns that in our case is y axis where x axis is kept constant or neglected for keeping the values finite to hyperplane (hypersurface or hyper parameter tuning). In terms of mathematical equation the bounded variation two measures μ and ν based convolution can be written as shown below.

\[ f(x) d(\mu * \nu)(x) = \int \int f(x+y) d\mu(x) d\nu(y). \]

In particular,

\[ (\mu * \nu)(A) = \int \int 1_A(x+y) d(\mu * \nu)(\tau, \beta), \]

III. Implementation: For the described methodology the desired framework is developed as shown in figure 1 and analyzed on the four standard hyper spectral data sets (Indian Pines, Salinas, Pavia University and Pavia).

The complete description of the data sets summarized is highlighted in table 1. The experimentation is done considering the spatial resolution size mainly so that the effect of increase in size can be observed on accuracy.
The implementation can be noted down into step of operation as shown below and diagrammatically with respect to figure 2. The python code is developed on the principles of figure 2.

1. HSI classification framework for spatial and spectral feature extraction.
2. Data normalization – with respect to layer.
3. Spatial and Spectral data fusion and pooling.
4. Bounding Variance Convolution.
5. CNN 12 Layer based feature labeling.

### Table 1. Data set description

<table>
<thead>
<tr>
<th>Sr NO</th>
<th>Name of the Dataset</th>
<th>Number of Classes</th>
<th>Spatial Resolution</th>
<th>No of bands</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Indian Pines</td>
<td>16</td>
<td>145 x 145</td>
<td>224</td>
</tr>
<tr>
<td>2</td>
<td>Salinas</td>
<td>16</td>
<td>610 x 340</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>Pavia University</td>
<td>9</td>
<td>610 x 610</td>
<td>103</td>
</tr>
<tr>
<td>4</td>
<td>Pavia Centre</td>
<td>9</td>
<td>1096 x 1096</td>
<td>102</td>
</tr>
</tbody>
</table>

### RESULTS AND DISCUSSION

A demonstration screenshot of result with respect to python output is shown in figure 3. The results of all the databases with respect to group accuracy and loss function is summarized and compared as shown in table 2.

### Table 2. Accuracy and loss calculations

<table>
<thead>
<tr>
<th>Name of the Dataset</th>
<th>Reference algorithm</th>
<th>CNN 12*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Loss</td>
</tr>
<tr>
<td>Indian Pines</td>
<td>0.9902</td>
<td>0.0355</td>
</tr>
<tr>
<td>Salinas</td>
<td>0.9994</td>
<td>0.0033</td>
</tr>
<tr>
<td>Pavia University</td>
<td>0.9994</td>
<td>0.0032</td>
</tr>
<tr>
<td>Pavia Centre</td>
<td>Not Analyzed</td>
<td>Not Analyzed</td>
</tr>
</tbody>
</table>

The output of the proposed model is plotted with the help of matplotlib and the corresponding figures of each data base analyzed is shown in terms of Figure 4.a Ground truth, Figure 4.b Classification Maps, Figure 4.c layer coverage with respect to classification and figure 4.d shows the linear correlation output. The main advantage of using the layer normalization is that the network provides better accuracy in terms of bounding power. The amount of testing time is also improved to approximately 100 seconds as shown in figure 3. The kappa coefficient are the hyper parameter tuning that have improved the loss function as compared to reported literature. The hyper parameter tuning with respect to individual class sub function requires exhaustive testing which is sub due to machine/server capability. Hence exact comparison of the reported literature is the salient setback that brings the user ambiguity in terms of software and machine utilization in true sense. This fine tuning and removal of ambiguity is the future scope of our research.

### Figure 2: CNN 12 feature Extraction

### Figure 3: Implemented output stored in text files.

### Figure 4: (a) Ground truth, (b) Classification Maps, (c) Layer Coverage, (d) Linear correlation output.
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