
ABSTRACT
Due to technological improvements many methods have been proposed for speaker verification. While performance is 
satisfactory with large amounts of speech data, there is significant degradation in performance with short utterances. 
Many research works have been carried out to handle short utterance issue of the speaker verification systems used in 
real-world scenario. In this paper we primarily emphasis on the survey of different feature extraction methods for text-
independent speaker verification. We first briefly review conventional systems to show its progress.  In this work, we 
present a brief review of features that are used to capture speaker information at different analysis lengths of speech 
utterance. We also put the major findings and challenges of this research feview in a nutshell.

KEY WORDS: Speaker VerIfIcatIon, Short UtteranceS, featUre extractIon.

 
Brief Review of Short Utterance Speaker Verification 
Systems 

Asmita Nirmal1 and Deepak Jayaswal2
1Assistant Professor, Department of Electronics Engineering, Datta 
Meghe College of Engineering, Navi Mumbai, India
2Professor, Department of Electronics and Telecommunication 
Engineering, St. Francis Institute of Technology, Mumbai, India

419

 
ARTICLE INFORMATION
 
*Corresponding Author: nirmalasmita2607@gmail.com
Received 18th Oct 2020 Accepted after revision 24th Dec 2020
Print ISSN: 0974-6455 Online ISSN: 2321-4007 CODEN: BBRCBA 

Thomson Reuters ISI Web of Science Clarivate Analytics USA and 
Crossref Indexed Journal

NAAS Journal Score 2020 (4.31)
A Society of Science and Nature Publication, 
Bhopal India 2020. All rights reserved. 
Online Contents Available at: http//www.bbrc.in/
Doi: http://dx.doi.org/10.21786/bbrc/13.14/96

Biosc.Biotech.res.comm. Special Issue Vol 13 no 14 (2020) pp-419-426

INTRODUCTION

Speech signal is a main source of speaker specific 
information.  Jain et al., 2004 have shown that besides 
containing the information related to behavioral aspects 
speech also contains information of speaker’s speech 
production system. this speaker specific information 
conveyed by speech signal motives us to use speech signal 
as a biometric trait. Speaker   recognition is the process of 
automatically recognizing a speaker from his/her speech 
utterances. Speaker recognition has two categories of 
tasks: verification and identification. from the speaker 
recognition systems  reviewed by  cambell,1997  speaker 
identification (SI) is the process of comparing   the input 

speech signal with the models of registered speakers. In 
contrast, speaker verification (SV) is a process of verifying 
a claimed identity of a person from his/her speech. 
Depending on the text contents of the speech speaker 
recognition systems are categorized into text-dependent  
(tD)  and text-independent (tI) systems. these approaches 
are used in the studies proposed by rodriguez –Linares et 
al., 1998 and Mengistu et al., 2017 respectively. the text-
dependent systems have same text content for training 
and testing phase. Unlike tD systems, tI systems have 
no control over the speech contents. In tI systems text 
content for training and testing phase can be different. 

a. Motivation: During the last few decades, the use of 
speech and speaker recognition techniques is increased 
in smartphones, and various hhandheld devices. almost 
all of these devices are used in applications subject to 
noisy conditions. along with this the channel variations 
introduced from the handset and/or microphone devices 
are also of major concern. Many solutions have been 
proposed to provide robustness in such practical situation. 
the performance of existing  SV systems  have been 
found satisfying when sufficient amount of speech 
data is available as shown in the approach proposed by  
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kounoudes et al.,2006. however in most of the realistic 
cases such as  forensic applications proposed by Jayanna 
et al., 2009.,it is hardly impracticable to get sufficient 
data and that also covering intra-speaker variability 
to mitigate the effects of the realistic environment. In 
case of access control systems deployed in banking 
applications, the average input test speech is limited 
just for few seconds. 

In both of these scenarios, very less amount of 
feature vectors will be available for enrollment  and 
evaluation, which  causes  poor speaker  modeling 
and give unpredictable decision of verification. hence, 
it is important to consider the effects of the real-life 
environment.further to have reliable performance in 
practical applications one should take into consideration 
the problem of limited speech data availability. 
concerned to these issues different approaches for 
speaker verification system have been developed for 
short utterance based speaker verification by fatima et 
al.,2012, Matza et al.,2011. In this paper, we make a broad 
survey of short utterances  SV systems considering the 
studies from recent research. from this review we also 
give summary of the major findings, issues and various 
solutions in short utterance point of view.

b. Organization: In this paper the key emphasis is on 
review of short utterance tI-SV systems. this paper is 
organised as follows: first  the conventional speaker 
verification systems are reviewed to show development 
in this area . next to this   the detailed literature review 
of features extraction methods which are suitable for the 
short utterances based SV systems is done.then, major 
findings from the review followed by different  future 
opportunities and challenges to be handled in this area  
are discussed. Lastly, the conclusions for the reviewed 
work are drawn.

2. Basic Components of Speaker Verification System: 
Before reviewing various text-independent SV research 
works in short utterance framework, we first detail basic 
components of SV system. the feature extraction module 
extracts  feature vectors from the raw input speech to 
form voiceprint of  a speaker. During the enrollment 
phase, a speaker model is trained using extracted features 
obtained from the feature extraction module then the 
trained model is stored into the database. During the 
verification phase, the features extracted from test speech 
are compared against the claimed model to compute a 
similarity score. finally, this similarity score is used by 
a decision module to accept or reject the authencity of 
input test speech. from frame duration point of view, 
SV systems divide features extraction methods into three 
categories: source features, short term features and high 
level features.

Source features are computed from short duration 
frames of 3-5 milliseconds. An approach proposed by 
S.R.M.

prasanna et al., 2006 use sourch features for representing  
glottal flow information of a speaker .Short term feature 

analysis use speech frames of about 20–30 milliseconds. 
these features convey vocal tract information of the 
speaker. existing verification systems commonly use 
vocal tract features because of their less computational 
complexity. high level features used by Doddington 
,2001 capture conversation level information of speakers. 
these features use frames of 100-300 milliseconds in 
duration and can capture information such as speaker’s 
word usage, speaking style. high level features are 
comparatively robust but can be spoofed easily. 
Selection of particular type of features depends on type 
of application, computational complexity  and amount 
of available  speech data as per the study made by 
reynolds,2003.

from the last five decades SV systems are advanced 
significantly from models based on direct speaker 
specific features to Gaussian mixture models (GMM) 
based models proposed by reynolds et al., 1995.the 
main reason of progress in the speaker recognition area 
is the development of various session compensation 
methods for both GMM and support vector machines 
(SVM).the detail study of this can be found in the study 
made by campbell,2006.With the aim of adapting the 
GMM-based acoustic model to new operating conditions 
to compensate intersession variability, a speaker 
independent model known as universal background 
model was proposed by reynolds et al., et al.,2000 . then 
study made by kenny et al.,2007  has extended  GMM-
UBM model to latent variable based method known as  
Joint factor analysis (Jfa).

In this study supervector space were developed to 
solve the session variability issue. combination of Jfa 
compensation and Gaussian supervector SVMs was 
studied by Dehak et al., 2008. recent research proposed 
by Dehak et al., 2011 has introduced the i-vector based 
speaker recognition. the idea of i-vector is initiated 
from a Jfa that models speaker and channel subspaces 
separately. In contrast to Jfa, i-vector use a single sub-
space to represents both speaker and channel variability. 
over the past few years the i-vector based on probabilistic 
linear discriminant analysis (pLDa) modeling which was 
proposed by prince et al., 2007 have been developed in 
SV field[19]. now a days deep neural network (Dnn) 
are widely used to extract speaker specific information. 
Lei, et al., 2014 have suggested the use of Dnn in a 
i-vector framework to capture pronunciation patterns of 
a speaker . the results obtained from this approach have 
shown performance improvements over the conventional 
GMM- UBM framework.

3. Review of different feature extraction methods for 
short utterance speaker verification systems: from the 
recent few decades many methods are developed to 
handle the short utterance issue at different levels of 
speaker verification system. In this section we primarily 
explore various research studies that are carried out at 
feature level. List of of different methodologies used in  
various research studies is  shown in table 1.
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a. Low level Features: the most commonly used vocal 
tract feature in conventional SV systems is Mel-
frequency cepstral coefficients (Mfcc).however, It is 
shown in the approach proposed by kanagasundaram 
,2011 performance drops significantly when these 
features are used for short utterances SV. In this consent 
features that are less sensitive to lexical content of 
speech should be focused more. In addition to this the 
use of complementary information captured by different 
low level features should be used. fusion of systems 
using different set of low level features proposed by 
hosseinzadeh et al.,   2007 helps in improving the 
performance. the local covariance features are based on 
eigen-structure of covariance matrix. Unlike cepstral and 
delta features, covariance matrix captures uncertainty 
information. the authors , Sahidullah et al., 2016  have 
investigated the use of individual as well as fusion of 
features such as frequency domain linear prediction 
(fDLp) , mean hilbert envelope coefficient (Mhec) and 
power-normalized cepstral coefficients(pncc) . further, 
a new feature set known as constant Q cepstral 

coefficient (cQcc) derived from constant Q transform 
(cQt) is recommended in . cQcc features characterize: the 
human auditory system. the detail study of fDLp,Mhec, 
pncc,cQcc can be found in the approaches proposed 
by  athineos et al., 2007,  Sadjad et al., 2015,kim et al., 
2012 todisco et al.,2016 respectively. the goal of cQt 
is similar to raSta filtering. It focuses on extracting 
the information pertinent to the articulation rate of 
the speaker. In contrast to raSta, however, the cQcc 
filter bank is adaptive to speech utterance. further 
the complementary information captured by different 
features is explored through the use of robust Speaker 
recognition (rSr 2015) dataset. 

b.Source features: the subsequent work proposed by 
patil et al.,2013 suggests the use of Liljencrants–fant 
(Lf) parameters to characterize the glottal flow derivative 
(GfD) by locating the glottal closing and opening 
instants. explicit and implicit modeling of glottal.

information along with their comparison is done in 
this approach. explicit approach is more suitable for 
verification task as it captures small intra-speaker 
variation. In contrast, implicit approach is found to be 
useful for SI as it captures large inter-speaker variation. 
Individually both implicit and explicit methodology 
signifies the speaker characteristics complimentary to 
the conventional vocal tract based approach. following 
this chen et al.,2013  have proposed  a noise separation 
method motivated constrained non-negative matrix 
factorization (cnMf) of short utterances . this method 
uses difference detection and discrimination (DDaDa) 
algorithms to categorize speech into high quality and 
low quality speech. 

the features from different quality speech are then used 
in the conventional GMM-UBM framework. Li et al.,2015  
have suggested the use of the multi-resolution time 
frequency feature (Mrtf). this study is based on the idea 

that speaker specific information might be available in 
the spectrogram calculated at different time frequency 
scales. two dimensional cosine transform of spectrogram 
matrix calculated at different scales is used for forming 
the feature set. Systems with this feature set have shown 
superior performance when tested on national Institute 
of Standards and technology Speaker recognition 
evaluation (nISt Sre) 2008 corpus. fusion of amplitude 
and phase-information is proposed byalam et al.,2015. 
for the amplitude- related different cepstral features are 
considered whereas for phase related features, modified 
group delay and all-pole group delay, linear prediction 
residual are considered. the average fused system has 
shown eer improvement. 

a new feature set based on instantaneous frequency 
cosine coefficient (Ifcc) free from phase warping issue 
is suggested by Vijayan et al., 2016. the improved 
results obtained from the fusion of Ifcc feature with the 
Mfcc and fDLp features shows complementary nature 
of information captured by individual features. recent 
research suggests the use of deep neural network (Dnn) 
based speaker verification. In one of approach proposed 
by Guo et al.,2016. Dnn is used as a regression model 
which transforms filter-bank coefficients of the speech 
signal to the associated sub-glottal features. a distinct 
approach, mainly useful for degraded condition is 
proposed by Bharathi et al.,2013.It measures amount of 
non-stationarity of speech signal using amplitude and 
frequency modulation concept. for doing this study it 
has used texas instruments and Massachusetts institute 
of technology (tIMIt) database. further, more advanced 
analysis technique  motivated by work proposed  by 
proposed by ambikairajah et al.,2007 uses empirical 
mode decomposition (eMD) for feature extraction. 
It has demonstrated that this approach captures the  
information complementary to that of  vocal tract and 
source excitation features. 

c.High level features: Mary et al.,2008  have [36] 
proposed use of prosodic features for speaker verification.  
It is based on the assumption that prosody is related 
to linguistic units such as syllables. the syllables are 
extracted by detecting the vowel onset points which is 
primarily helpful when explicit syllable boundaries are 
not easily obtainable. prosodic features formation  using 
pitch and energy contours of speech is studied by Dehak 
et al.,2007. Significant improvement is achieved when 
these prosodic features are combined with Mfcc features 
for GMM based modeling over the conventional Jfa 
based modeling approach. one can distinguish speakers 
just by listening  the one who is familiar than the one 
who is not. Based on this fact the work  studied by 
proposed by Doddington  et al.,2001 use various idiolectal 
dissimilarities of speakers. the results achieved are very 
encouraging but feasible with a sufficient amount of 
training data. another innovative approach proposed 
by andrew et al., 2002 has used phone sequences from 
multiple languages to create gender-dependent phone 
models. It is observed that  this strategy helps in  reducing 
cross-talk from input speech. 
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the work studied by Leung et al.,2006 makes use of 
speaker pronunciation of the speakers who are from 
different educational background, and different accent. 
further this study has also investigated the relationship 
between articulatory features and phoneme patterns 
of speakers using conditional pronunciation model. 
an analysis of deep features in a tandem method for  
speaker verification is studied by fU et al.,2014. phone 
discriminant and speaker discriminant Dnn are combined 
with conventional acoustic features and applied in a 

GMM-UBM framework. another strategy proposed by 
Sainath  et al.,2012 is based on neural network (nn) 
bottleneck features is experimented on annotated 
Speech corpus of  chinese Discourse (aSccD). here, 
a constant number of hidden units are used to predict 
output targets. then, auto-encoder bottleneck feature 
set is formed using dimensionality reduced output 
target probabilities. another system which makes 
use of bottleneck features for studying the language 
independent speaker verification can be explored in the 

Year of Publication  Methodology  Database 

2001   Bigram statistics from familier speaker  SwitchBoard 
 characteristics such as speaker specific words
2002  extract phone sequences using phonetic  Switchboard
 recognizers  for speaker  modeling
2006  conditional pronunciation SpIDre ,Switchboard
 modeling of articulatory features  
2007  Vocal tract and excitation feature extraction  nISt Sre 2001
 from Lpc based group delay  
 prosodic feature extraction by fitting pitch and  nISt Sre 2006 
 energy contours with Legendre polynomial expansions
2008  prosodic features  associated  to linguistic units such  nISt Sre 2003
 as syllables directly extracted from speech
2009  Multiple frame size and  frame rate instead of  tIMIt
 single frame size and rate
2011 Match  the pitch and Mfcc contours using  nISt Sre 2008
 dynamic time warping
2012 auto-encoder  bottleneck feature 
 aSccD
2013 Glottal closing and opening instants are located  nISt Sre 1999 , 2003 
 using Liljencrants–fant parameters
 Multiresolution analysis of speech spectrogram  nISt Sre 2008
2014 phone discriminant and speaker discriminant Dnn  rSr2015
 as deep features
 phonetic contents   rSr2015 and nISt Sre 2010
2015 amplitude- related cepstral features and  phase  nISt Sre 2008 and 2010.
 related modified group delay and all-pole group 
 delay, linear prediction residual are fused togather
2016     tackle the phase warping issue using  nISt Sre 2010 
 Instantaneous frequency cosine coefficients  
 estimation of subglottal acoustic features based on Dnn  nISt Sre 2008
 eigen-structure analysis of covariance matrix of  nISt  Sre 2001, 2008
 local short term features ,2010 and  rSr2015
 constant Q cepstral coefficients (cQcc)   nISt Sre 
 features inspired by the human auditory system rSr2015
2017            Voice quality features  motivated by  nISt Sre 2010  
 a psycho-acoustic model
 patterson-holdsworth Meddis hair cell model   tIMIt 
2018  human based subjective evaluations and machine  UcLa 
 based evaluations using the high level
 speaker characteristics
2019  Weighted sum  of phoneme variations nISt Sre 2010

Table 1. Review of short utterance speaker verification research
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study made by fatima et al., 2012. another study made 
by have used different vowel categories  as high level 
features for SV in a GMM-UBM framework. 

the work made by Scheffer et al., 2012  is a study to 
match the content from a speaker’s enrollment data with 
the test data content. Matching of  the contents is done 
at the statistical level. Inspired by a psycho-acoustic 
model proposed by  park et al., 2017 make use of  voice 
quality features. the study proposed by park et al., 2018 
compares SV performance human based subjective 
evaluations and machine based evaluations using the 
high level speaker characteristics like speaking style. It 
is shown that evaluations done by humans and systems 
based on University of california Los angeles (UcLa) 
speaker variability database are dissimilar.the system 
performance can be enhanced by investigating more 
advanced relation between different acoustic features 
and perceptual features. paulose et al., 2017 suggests 
the use of inner hair cell (Ihc) coefficients based on 
the physiological variations of the mammalian outer 
hearing system. 

a significant rise in the performance is achieved when 
the Ihc features are combined with pitch and formants. 
the phonetic influence of short utterances is analyzed 
in the study made by Vinals et al., 2019 .It is shown that 
weighted sum of phoneme influences is representative of 
the speaker specific auditory system component to some 
extent. When the weights fluctuate from the required 
weight distribution, they do not contribute to the speaker 
specific information and hence cause performance 
degradation. a system detecting whether the input is a 
authentic or a recorded speech is used in the work done 
by Villalba et al.,  2011 to avoid false acceptance. In this 
system short testing utterances are formed by cutting 
and pasting the speech segments of registered speaker’s 
utterances. the spoofing attack is detected by matching 
the pitch and Mfcc contours of the enrollment and test 
segments using dynamic time warping. this study is to 
avoid spoofing of speaker verification system essentially 
in the presence of replay attack.

4. Major findings and Future Opportunities and 
challenges: In this paper we have mainly briefed the 
research solutions and challenges considering the feature 
extraction approaches to be eployable in the real world 
applications. the study proposed by athineos,2007  has 
explored how the specific factor performs when utterance 
lengths are considerably shortened. essentially, the 
existing factor analysis systems which use  different 
compensation methods have not shown any strong 
performance dissimilarities for short utterances. Most 
of the session variability compensation techniques 
used in factor analysis approaches are general. the 
performance of factor analysis based tactic drops 
severely when utterance  lengths is decreased mainly 
less than ten seconds. further efforts to explore the 
optimal compensation techniques are required. the 
work proposed by Sahidullah,2016  has derived a set 
of feature vectors using local covariance information. 
further this study has also inspected how the local 

and global covariance information is related. relative 
performance improvement 12.28% is obtained when the 
derived local features are combined with conventional 
cepstral features. 

how to handle robustness of the authentication   system 
while capturing the local uncertainty information 
from the speech segments is the unsolved problem. 
So there is a considerable scope for researchers to  do 
further analysis in this direction. Some of the works in 
the literature suggests using complementary features 
besides using the conventional features for representing 
speaker specific information. the idea of athineos,2007  
is based on finding the relationship between the time 
domain envelope and autocorrelation of frequency 
domain envelopes of a speech segments. the constant Q 
transform based coefficients proposed by todisco,2016 
are  substitute to traditional cepstral coefficients and 
it also resembles the human perception system more 
precisely. combining cQcc and conventional cepstral 
coefficients extracted from the rSr2015 database 
have attained 60% reduction in the eer compared to 
cepstral features. this work could be extended further 
to analyze whether the fusion of cQcc features and time 
domain features would help in improving the system 
performance. 

the aim of work suggested by Li,2015  is to analyze the 
complementary information captured by amplitude and 
phase features. the combined system has achieved 37% 
reduction in eer compared to that of cepstral features 
on nISt Sre 2008 database. the work suggested by 
Vijjayan, 2016 is based on the use of speaker specific 
phonemes to improve the discrimination ability of the 
classifier. the eer reduction of 4% is obtained when 
speaker phonetic information is utilized in classification 
task. Mary,2008 has experimentally demonstrated a new 
method of extracting prosodic features directly from 
speech segment. Syllable level sequence is acquired 
using vowel onset point as a reference without using 
any speech recognizer. evaluation of proposed prosodic 
features on nISt Sre 2003 database has shown eer 
reduction of 2.5%. Many authors in literature  have 
emphasized on exploring high level features . thus high 
level features also have significance similar to low level 
features for speaker representation. from the studies 
which we have reviewed , we observe that most  of the 
researchers have used spectral features and some of 
the studies  have used combination of spectral features  
and  long term features. however, exploring the best 
combination of these features which could uniquely 
characterize speaker in practical situation is the toughest 
challenge. the work made by Scheffer,2014 deals with 
the content mismatch issue of test and enrollment data 
at the statistical level. 

the statistics of the enrollment data are transformed 
to that of the test data followed by predicting the 
speaker model related to test input. this system show 
performance boost by 50% for seen conditions .however, 
data from different content degrades the performance. 
this issue opens up research directions to analyze why 



the content matching could not work in the practical 
senario. this encourage further study in this direction to 
design the decision tree taking into consideration more 
and more the realistic conditions. this could help in 
achieving better system performance. the study made by 
park,2017  focuses on the issues related to  large  intra-
speaker  variability particularly for short utterances It 
is found that performance deviates to the large extent 
with seen and unseen intra-speaker  variability which is 
not like humans. for that reason   exploration of speaker 
characteristics   insensitive to intra-speaker variability is 
the another big challenge which is yet to be resolved. We 
observe that works reviewed in this paper  use different 
databases with different conditions for short utterances 
for evaluating the proposed systems. therefore, direct 
comparison of their performance is not beneficial. 

another challenging problem in speaker verification is 
benchmarking the amount of speech data for obtaining 
SV systems with acceptable performance. this opens 
up scope for the researchers to study whether a speech 
utterance with the given duration is appropriate for 
enrollment or test and suggest some reliable performance 
measures in this direction. We also observe that the 
performance of the SV system is very much dependent 
on phonetic contents of the speech. this inspires further 
study to find out the features invariant to phonetic 
content of the speech data. another problem which 
needs to be addressed is replay attack on the SV system 
by using the speech recordings of the claimed speaker to 
get access to the required service. With the importance of 
spoofing attack, development of systems in his direction 
has gained attention recently. apart from the above 
discussed directions the deployment of SV system in 
presence of noisy conditions  is of major concern .there 
are many methods for improving SU-SV system with 
constrained noisy conditions, however, very few for 
unconstrained noisy conditions. More advanced feature 
extraction approaches could be investigated relevant to 
short utterance
 
CONCLUSION

the issue of short utterance for speaker verification 
point of view has been considerably increased in recent 
studies. Many research efforts are carried out to handle 
this problem in different domains of speaker verification. 
In this paper, we have essentially done a brief review 
of feature extraction strategies that are used in the past 
and recent studies. In this review we have explored   
features extraction methods at different levels such as 
source level, vocal tract level and supra-segmental level. 
this review provides possible suggestions with which 
researchers could extend the existing work and solve 
the challenges in this area.
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