
ABSTRACT
As compared with the traditional approach to a search based on keyword, semantic analysis and semantic based search 
are advanced techniques which understands the linguistic of the search query & makes it accurate intelligent search 
engine for any domain. We have developed a Question Answering system that considers the semantic information of 
question inputted and answer retrieved focussing on retrieval of information which is context based. The question 
answering system is based on syntactical & semantical analysis by creating the semantic graph and defining the semantic 
relationship between semantic entities. We have designed closed domain question answering system on law documents 
dataset which answers the queries related to law domain. We tested the queries using keywords matching approach 
and compares it with by considering the semantic involved in the query, & we found that the semantic based approach 
produces the result with high accuracy than keyword-based approach, because it considers the Conceptualization and 
user intents involves in the user’s query.
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INTRODUCTION

The Question Answering (QA) system interprets the 
question specified in natural language and returns the 
correct information(answer) using collection of documents. 
A lot of research has been done in the keyword-based 
information retrieval which retrieves correct answer of the 
query based on keyword matching. but the problem with 
this approach is that if two or more queries with same 
keywords but different meanings will give the same result 
because it doesn’t focus on understanding the meaning 
of the query posed in natural language. even most of 

the search engines like bing, yahoo etc. are continually 
identifying & enhancing the new features to increase the 
user experience [1]. even retrieving the data form the 
large repository of documents & finding the accurate & 
correct answer is a complex task in terna of complexity 
and time.   To solve this problem, we have developed the 
semantically rich Question Answering systems.

The semantic based information retrieval understands the 
meaning of the query which improves the accuracy of 
the information retrieval. To understand the semantic of 
the query we need to define the complex structure. The 
lot of research has done in keyword-based information 
retrieval where only the keywords are matched. but the 
problem with this approach is that if the two queries 
having the same keywords but have different meaning, 
then for both the queries will give the same result. if 
we use the semantic based approach, it understands the 
meaning & user indentation involved in the query which 
retrieves the accurate answer 
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Literature Review: miriam Fernandez, iván Contador, 
Vanesa lópez, David Valet, pablo Castells, enrico motta 
(1) suggested the fully-fledged ontologies in the semantic-
based perspective. The paper describes a semantic search 
model which integrates the benefits of keyword and 
semantic-based search and addresses the challenges of 
the huge and diverse web environment. The target search 
space is defined as a collection of unstructured content. 
The results describe that as compared to the best TreC 
automatic system; the semantic search model attains 
better performance results.

Athira p. m., sreeja m., p. C. reghu raj (2) describes 
suitable methods which process the complex questions 
by enhancing the capabilities of current QA system.  
They have used the ontology and domain knowledge 
for redeveloping queries and detecting the relations. 
The system will generate short and precise result to the 

question asked in the natural language in a specific 
domain. The system will be implemented and result 
shows accuracy of 94 % in natural language question 
answering. 

maksym Ketsmur,, mário rodrigues, and António 
Teixeira[3] design a QA  system to knowledge bases 
such as Dbpedia,  using factual questions in portuguese, 
english, French and german. The system was tested with 
30 random questions from QAlD 7 (Question Answering 
over linked Data) training set. Considering that the 
answer existed in the knowledge base, a correct answer 
was produced for 67% of the questions for the portuguese 
version and up to 55% (for english) of times for multi-
language version. results proved that this approach is 
promising and further investigation should be carried out 
to improve it. The robustness observed, and capability to 
handle several languages, fosters future work to expand 
the system to answer

Type of Question Methods  Dataset or Result 
and Answering  used Corpus
System

semantic question user modeling & relevance geobase ontology dataset  Compare with Aqualog 
answering model for  feedback methods are used consisting of 880 annotated and Freya& achieved
question answering  for semantic question analysis user questions of us 0.947 f- measure
system [1]  geographical information. 
ontology based question model view software test retrieves answers to
answering system on  controller pattern is used document domain factoid type questions
software test 
document domain [2]
ontology based question blooms Taxonomy questions open domain Find different patterns
answering using semantic  of various levels of are questions using google for the same questions
similarity matching [3] generated (i. e. low to high, 
 slight to large, modest 
 to composite)  
open Domain real- latent based question yahoo answer corpus extract answer in less than
Time question answering similarity, Worldnet  site includes topics as 1000 characters in less
based on semantic &  based semantic & syntactic Art & humanities, health, than 60 sec. 899 questions
syntactic question  similarity home, sports & travel etc. answered out of
similarity [6]   1088 questions
Towards a Question  multilingual Kb-agnostic Knowledge base Wikipedia, uses five different
Answering system over  approach Dbpedia musicbrainz, languages
the semantic Web [9]   Dblp & Freebase as english, german, 
   French, italian & spanish 
   for the evaluation of system

Table 1. Comparisons of different types of Semantic based QA System.

Vivek Datla, sadid A. hasan, Joey liu, yassine benajiba 
Kathy lee, Ashequl Qadir, Aaditya prakash, oladimeji 
Farri[5]  implements a real-time question answering 
system using the  syntactic and semantic similarity on 
open domain. The system defines real time user questions. 
These questions are extracted from the stream of most 
recent questions and it is given to the participants via a 
socket connection. The systems in turn provides an answer 

with length of 1000 characters in less than 60 seconds. 
These answers are evaluated by the human expert in 
terms of accuracy, legibility, and precision and so that 
the correctness of the generated answers is checked. For 
generating the answers, question disintegration, question 
relatedness and answer generation strategies are used. 
The following table shows details about the question 
answering system and their working.
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MATERIAL AND METhODS

The proposed system retrieves the correct answer by 
increasing at the semantic level, the linguistic knowledge 
and also the better understanding of the domain used. 

The System is divided into 3 components:
i) Query understanding 
ii) Document retrieval  
iii) ranking and exact answer selection 

To develop a question answering system, we used the 
data set of law domain. We develop the corpus of the 
500 files related to various sections & articles of law 
domain. To create the knowledge base, the basic concept 
is to identify the syntactic information which gives us 
the lexical construct like noun, verb and other terms. The 
noun, verb and the adjective keywords are analysed with 
the semantic meaning using Wordnet with hyponym & 
synonym of the semantic entities if any exists.

is that we don’t have to tokenize the text or don’t have 
to break it into words. For each document the frequency 
of each possible token is computed. We convert the 
character level bi-gram combined with other n-grams to 
an array of numbers by counting the occurrences of the 
token sequences in the document. We call this numeric 
representation of a document the feature vector. next, we 
will create the semantic graph of the all the documents 
with important keyword & also maintains the semantic 
relationship between them.

Query Understanding: The query(structured/unstructured) 
is inputted to the system.  understanding the semantic 
of query is important to get the accurate result. initially 
the query gets analysed and identifying the keywords. 
The complex query is divided into small parts for better 
finding the semantic. After that the query get expanded 
to find its synonym so that the query with the different 
meaning of the same keyword is not to be missed out. 
Also, the acronym expansion carried out expanding 
the terms like “ipC” to “indian penal code”. now the 
query gets classified so that the target of query will 
be determined. The target type indicates what type of 
answer is expected to retrieve.  The target type which 
we considered here is “what”, “when”, “yes/no” short 
descriptive” & “factual”. After the classification, the 
refined query is the passed to the Document retrieval 
module.

To understand the semantic, we created the semantic 
graph which captures the internal structure such as 
syntactic & semantic which determines the semantic 
relationship between the semantic entities. it then 
searches the documents using the semantic graph created. 
some pre-processing task that we apply are tokenization, 
lemmatization, stop words removal and stemming for 
better matching the documents.

Figure 1:  Proposed Approach

Figure 2: Creation of Corpus

Corpus: The corpus of the text files related to the ipC 
sections are created. To create the knowledges base of 
the files for the fast retrieval, the pre-processing like 
tokenization, stop word removal, stemming etc. be carried 
out. After the pre-processing, we have to identify the 
keyword present in the files & creating the dictionary of 
keyword. it also determines, for each keyword the number 
of documents & the documents where that keyword 
is present. To do this, we divide each document into 
n-grams (sequences of n tokens). For natural language 
processing (nlp) tasks, n-grams are often computed at 
the word level, but we found that computing it at the 
character level gives better performance in our source 
code task. Another advantage of character level model 

Figure 3: Query Refinement Process

Question Dataset: We need the question dataset to train 
our system to deal with the closed domain, The question 
data set of 150 questions was designed related to total 
511 ipC section. 
Examples:

What is punishment for attempt to murder1. 
Which ipC is applied for attempt to murder?2. 
under which section the offences affecting the 3. 
human body and punishment for the crime are 
defined.
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Document Retrieval: The keywords in query is gets 
matched with the documents represented by feature 
vector. All the relevant documents get identified & 
retrieved based on keyword present in the query. The 
union of all the keywords present in the query & thus 
it finds the relevant documents. They will be extracted 
from the documents stored in our data corpus. below is 
the screenshot of search module representation: both 
the keyword based & semantic based search is taken into 
account. For semantic based search, the semantic graph 
of the query is considered, which gets matched with the 
documents represented by semantic graph.

Figure 4: Search Module

Ranking & Answer Selection: For the factual questions, 
what type of question, explanative answers, fact-based 
questions, the system determines precise answers to the 
query. The ranking of the documents is provided based on 
the semantic matching.  For the keyword-based search, 
the result is less effective compared to that of semantic 
based search.

For example:
if the query 1 is “Which punishment is given for 
attempting to murder?” & query 2 is “Are there any 
punishment for murder?” since the keyword defined in 
both the queries are same, it returns the same answer 
for both the queries.  but as the first query is descriptive 
type & second query is yes/ no type. so the answer also 
expected to be of descriptive type answer & answer in 
the form of yes/no. so, by understanding the user intent 
& conceptualization behind the query, it retrieves the 
accurate result. We have specified classification of the 
questions based on the target of each question depends 
on the tokens present in the query as per the following 
table:

As the documents are represented as the feature vector, 
this feature space is transformed into the latent semantic 
space. in this new space, we used the similarity to find 
the relationship between the queries and documents. We 
have used the popular ranking model, bm25 model for 
ranking the documents. After retrieving the collection 
of passages from the various documents based on the 
target type, the next task is the exact answer section for 
the given query. The ranking will return the documents 
with highest relevance, then next highest up to the lowest 
relevance. We use the graded relevance to determine the 
measure of usefulness & accordingly selection of the final 
answer carried out.

Target type  Tokens

Description type What, Define, give reason, 
 suggest, tell us, what happens
list type list various section, list the 
 punishments, list the ipC 
yes/no type Whether, Can, is, Would, Will
Factual type (When type) When, how long, how much, 
location based type Where, at 
(Where type)

Table 2. Target type and tokens

RESULTS AND DISCUSSION

The system is evaluated on the basis of precision, recall 
& F-measure, which is most commonly used metrics 
for evaluating the performance of the information 
retrieval. The following table indicates the comparison 
of the results of keyword-based approach & semantic 
based approach. The proposed system is tested with 150 
different questions which are in structured form.

 Keywords Semantic
 based search based search

Question dataset used 150 150
for testing the system
Answers generated 95 125
by the system
The correct answer 90 120
generated
precision 0.94 0.96
recall 0.6 0.8

Table 3. Experimental Results showing precession & recall 
of both keyword & semantic approach.

FUTURE SCOpE AND CONCLUSION

The system is tested for 150 question (structured and 
unstructured) on the various evaluation parameters, 
showing the accurate & precise results for the semantic 
based search. in future, we can implement the 
summarization which will summarize the results of the 
top 3 retrieved results so as to get detail description of 
the query. We can use the concepts for developing the 
question answering system for CoViD-19 data set to 
answer CoViD-19 related queries.
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