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ABSTRACT

This paper presents an intelligent model to analyze, understand and classify Arabic tweets. The proposed model includes four main 
phases; preprocessing, feature extraction, language model, and classifi cation model phases. In the preprocessing phase, the corpora 
and the stop words will be employed. The language model includes morphological, lexical, syntax, and semantic analysis. Moreover, 
stem, root extraction and number indication will be involved. Consequently, we have different features that represent the analyzed 
Arabic tweets (meanings, word order, syntactic features, number features …). Therefore, the classifi cation phase is used to classify 
Arabic tweets model. The proposed solution uses tweets corpora written in Arabic, so the generated dictionary/lexicon has been made 
of Arabic words with their meaning. After getting the content data from the corpora, the language model analyzes and understands 
the content and stores it into deep structure or internal representation. Therefore, feature extraction extracts tweets features, and 
classifi cation model classifi es the new tweets. This study uses linguistic preprocessing tasks and similarity functions to outperform 
Arabic tweets clustering. Consequently, machine learning will generate the result of the analyzed tweets. 
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INTRODUCTION

Arabic is the main language in the Middle East; there-
fore, it is the language of a large number of posted mes-
sages in social media applications. Arabic is the most 
growing language over the web. Millions of messages 
and followers in Arabic are posted daily in social media. 
However, Arabic still suffers defi ciency to analyze and 
extract valuable knowledge. Sometimes, dialectal and 
modern standard Arabic may be used in different Ara-
bic countries. Recently, short text messages in social 
media, such as Facebook posts as well as Twitter tweets 
have been increasing. Therefore, opinions analysis, sub-
ject clustering, and messages classifi cation are used to 
extract valuable knowledge such as sentiments, prod-
ucts, services and different events. Many researches han-
dle tweets sentiment analysis, (Abuaiadah, et al., 2017) 
(El-Nagga, et al., 2017) (Nsouli, et al., 2018) (Samdi & 
Qawasmeh, 2018) (Badarneh, et al., 2018). 

Preprocessing tasks such as rule-based stemming 
and light stemming are optimized to be used in clus-
tering. Many classifi cation and clustering algorithms 
have been used to retrieve information from applica-
tions. Therefore, natural language processing (NLP) has 
been used to support name entities, question answering, 
and sentiment analysis (El-Nagga, et al., 2017). In addi-
tion, hybrid approach between modern standard Arabic 
and dialectal Arabic (e.g. Egyptian dialectal) should be 
needed for sentiment analysis. 

Real time traffi c events and road conditions with con-
gestion attentions based on twitter data analysis, is one 
of the hot applications that support intelligent transpor-
tation system (ITS) (Nsouli, et al., 2018). The ‘ITS’ helps 
drivers to know shortest roads and avoid cars’ accidents 
based on (Abuaiadah, et al., 2017) traffi c tweets post 
analysis. 

A supervised machine learning method is announced 
to extract events for Arabic tweets. The proposed method 
in (Samdi & Qawasmeh, 2018) based on triggering event, 
time event and type of event. An Arabic tweets dataset 
is built and annotated by two human experts, in case of 
emotional analysis (Badarneh, et al., 2018); (Al-A’abed 
& Al-Ayyoub, 2016); (Hmeidi, et al., 2016). Emotional 
analysis focuses on emotion such as (joy, fear, happi-
ness, sadness, surprise, anger, etc.). Also, lexicon-based 
approach is used to analyze Arabic children stories with 
their emotional expressions (El Gohary, et al., 2013). 
Accordingly, natural language processing (NLP), mor-
phological, syntactic and semantic tasks with stemming 
task will be used in sentiment analysis. 

The present paper has been divided into following. 
Section 2 introduces literature review with related works 
for sentiment analysis. Section 3 explains Arabic text 
analysis framework and describes the different design 

stages of all models. The classifi cation model with 
machine model algorithms has been illustrated in sec-
tion 4. Section 5 evaluates output results with accuracy 
indicators. Conclusion and future work is presented in 
section 6. 

Sentiment and opinion mining of tweets are consid-
ered to be more interesting than documents mining. In 
addition, this mining is ambiguous and vague (Abuaia-
dah, et al., 2017); (Efron, 2011).Other challenging points 
to work with the sentiment analysis, opinion mining 
and the corresponding needed datasets are mentioned in 
many literatures (Oraby, et al., 2013). Therefore, it is sig-
nifi cant to evaluate messages tweets on social networks 
as indicators of people opinions. An assistant opin-
ion model with messages orientations are presented in 
(Nabil, et al., 2015); (Ibrahim, et al., 2015) to analyze and 
classify tweets in social media and documents analysis.

An improvement of aspect sentiment analysis has 
been presented in (Do, et al., 2019). Aspect extrac-
tion and tweets classifi cations of messages reviews for 
products are two objectives of this research. Therefore, 
machine learning approach with syntactic and seman-
tic messages features are achieved.Word co-occurrence 
networks for microblogs have been presented to analyze 
and uncover hidden parameters (Garg & Kumar, 2018). 
Evaluation and experimental results have been done 
based on FSD dataset. 

Ismail et al presented their work to analyze Arabic 
tweets dialected with Sudanese people to observe their 
opinions (Ismail, et al., 2018). Four classifi ers (NB, SVM, 
K-Nearest and Multinomial logistic regression) were used 
in training with dataset includes 4712 tweets. The SVM 
classifi er gave and revealed highest score with 72%.
Alayba et al mentioned that the use of deep neural net-
works gauge to classify and analyze sentiment analysis 
and natural language processing applications (Alayba, 
et al., 2018). Therefore, Word2Vec model is described; 
and implemented by using a large Arabic corpus from 
ten newspapers. They reported that they obtained good 
accuracy of classifi cation. Alharbi et al work introduced 
their paper to identify activities that led to Saudi citi-
zens’ happiness. Entertainment events, Saudi cities, and 
happiness activities are used events to measure the hap-
piness base on Twitter in Saudi Arabia (Alharbi, et al., 
2018). 

In Arabic countries, we have many dialectical lan-
guages, rather than “modern standard Arabic (MSA)”. 
In Saudi Arabia, six major dialectical regions exist (e.g. 
Hejazi, Najdi) (Alwakid, et al., 2017). Table 1 includes 
some examples to show differences between MSA and 
Saudi dialectical (Hejazi, and Najdi). 

Some troubles and diffi culties such as understanding 
the concept and the meaning of dialectal language and 
related defi nitions need additional elaboration. The idea 
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behind that is lexical units with similar meanings should 
appear in similar context. Therefore, offi cial repository 
for semantic information for emotions’ content and sen-
timent orientation will be involved. 

Arabic Text Analysis Framework Materials

The natural language processing (NLP) operations will 
be employed to understand the Arabic text tweets. Then 
text analysis step will take place. Different NLP opera-
tions will be explored in detail such as preprocessing 
with standard linguistic notation. Therefore, the pre-
processing phase includes tokenization, tagging, chunk-
ing, stemming and lemmatization. Based on these opera-
tions, we obtain words, phrases and sentences or any 
other tokens. Text cleaning is also needed to increase the 
accuracy of the classifi ers (e.g. normalizing text). Other 
important aspects should be involved such as syntactic 
structure and POS, parsing and grammars. The architec-
ture of the proposed framework is illustrated in Figure 1. 

Repetition of characters
Using Cleaning algorithm
Step 4. Tokenize each tweet by split algorithm.
Step 5. Apply Stemming process 
Step 6. Apply the stop word algorithm.
Step 7. Return by the tweet 

A. Language model

The objective of language model is to analyze and 
understand the content text in order to extract rel-
evant information and create internal representation 
of the analyzed text. This internal representation is 
very important to understand the context meaning of 
the text. Consequently, the task of the language model 
includes tokenizer, morphological, syntactic and seman-
tic analysis phases. Therefore, the language model uses a 
well-defi ned dictionary, lexicon and grammatical rules. 
The output results of language model is used to achieve 
the internal meaning (internal representation). 

B. Tweets Corpus Tokenization Phase 

This task splits Arabic tweets (text corpus) into pieces 
called tokens. The splitting task of tweets sentences is 
performed by using specifi c delimiters such as (“.”, “,”, 
“;”, and “\n”). Therefore, many of Arabic tweets are 
needed to create our corpus to work with the natural 
language to work with the Arabic natural language 
toolkit. Next, tokenizer task tokenizes the Arabic text 
stream into separate words (tokens) using the pre-trained 
Arabic tokenizer and the NLTK interface. 

The fi rst step includes two sub-steps: sentence/phrase 
splitting, tokens (words) and word derivations with affi xes 
processing. Any Arabic text content will be segmented 
into separate sentences/ phrases (chunks). After that, each 
sentence/phrase will be segmented into separate words 
(tokens). So, the morphological analyzer takes place to 
analyze and make derivations of the current word and 
remove affi xes from it, and therefore, fi nd its root. The 
affi xes can be processed to fi nd out additional param-
eters or indictors to support the word part of speech (verb, 
noun, character, etc.), gender, tense, number (singular or 
plural). Details of the preprocessing phase and the details 
of tokenizer module are shown in Figure 2. 

C. Words Tokenization

This phase receives its input from tweets stream (previ-
ous task) and splits the segmented sentence into their 
component list of words (tokens). This process is impor-
tant to clean and normalize the generated words (tokens) 
and extract root for each individual word. Any proposed 
word tokenizer includes the following steps:

Step 1. While there is a stream for tweets text Do
Step 1.1. Separate and split the input text stream 
out periods that exist at the end of each tweet.

FIGURE 1. Evaluation method phases and steps

Many preprocessing tasks and related models are 
needed to analyze messages in the following descrip-
tion. The pre-processing phase will be described in the 
following algorithm.   

Step 1. Given dataset as stream of tweets
Step 2. Splitting each tweet alone (Splitting algo-
rithm)
Step 3. Clean each tweet from 

HTTP link, and URLs for each tweet using regular 
expressing algorithm.

Non-Arabic words
Unnecessary and special characters
Diacritics and punctuation marks
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Step 1.2. Separate and split the sentence stream when 
fi nd out any delimiters followed by white spaces. 
Step 1.3. Split words using standard root using 
contractions method.
Step 1.4. Employ the word tagging (POS) for the 
whole tweet.
Step 4. Stop. 

This task will be applied before and after cleaning task. 
The root and/or stem will be recognized with different 
lexical indicators.

Next section describes the normalization tasks to get 
clean textual data that understand its meaning. The only 
thing we need is to maximize the Arabic tweets data to 
be very large. However, depending on how we plan to 
use our model, we need to be more or less satisfi ed with 
the quality of the dictionary and lexicon we use. When-
ever there is doubt, the general rule is the more data we 
have, the better the case is. Moreover, depending on the 
corpus size (tweets content), training can take several 
hours or even days, but fortunately, and we can store the 
analyzed data and extracted features on a storage disk. 
Thus we do not have to perform the analyzed tasks of 
model training every time we use it. 

D. Normalize Tweets

As illustrated in (Alwakid, et al., 2017), many challenges 
have been encountered to analyze Arabic tweets due to 
unstructured written language: orthographic errors, dia-
lected words, ironic-sentences, contractions, idiomatic 
terminologies/ expressions, or abbreviations. Moreover, 
repetition of Arabic characters needs to be normalized 
(unifi ed). Therefore, normalization is used to change 
some of special characters into one form (shape). Some-
times, Arabic letters  can be changed into one 
form Arabic letter , see table 2. 

This process includes series of steps to clean, tokenize, 
standardize and wrangle tweets stream into a suitable 

form that could be processed by NLP various analytic 
methods. 

Clean Tweets

Sometimes many of extraneous and unnecessary char-
acters and tokens are not needed or not required, such as 
symbol tags and repeated data. Therefore, such unneces-
sary tags and repeated data can be removed. Removing 
unnecessary and special characters will be done before 
and after cleaning task. 

Contraction Tweets

This task is important to avoid and recover the standard 
text of Arabic. Some contraction types can be classifi ed 
into normal (auxiliary verb), negated, and colloquial. 
According to the Arabic tweets nature, the colloquial 
contraction with an acronyms or short end description 
(abbreviated), such as  Means as  and  means 

 are two type of such contractions. Other types 
such as euphemism taboo word (restricted), vulgar and 
accepted will be discussed in other literatures. 

Stem

Morpheme is the smallest unit in morphological analy-
sis, it consists of stem and affi xes. The stem is known as 
a base form of a word, and we can generate new words 
by attaching affi xes to this base form. Therefore, the 
stem can be extracted from that infl ection/derivation; a 
process known as stemming. 

Al-Barhamtoshy et al. (Al-Barhamtoshy, et al., 2007) 
remarked that Arabic is a derivational and morpho-

FIGURE 2. Arabic Tweets Sentiment Analysis
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logical language. The reason that allows several differ-
ent patterns or surface forms or stem for single words. 
Table 3 describes examples of some cases. 

Lemmatization

Lemmatization is similar to stemming after removing 
word affi xes. It is the task of fi nding base form. Some-
times this base form needs to make extra infl ection or 
derivational and lexicographical process to fi nd correct 
word in the dictionary (root stem). 

Ontology Phase

We are now moving from corpus data (unstructured data 
that include tweets’ messages) to deep structure or inter-
nal representation (semi structured data). If we know 
the tweets sender name, we also know in which country 
the sender lives; sender write tweets that are published 
in specifi c dates and written in a particular language, 
etc.

There is a whole series of information to be drawn 
from this tweets story - this is the goal of the ontol-
ogy. In addition, phonology helps us understand missing 
data. If the NLP analyst has recognized the sender and 
title, what has not been recognized? It seems that the 
tweet is published in group domain. So let’s look for his-
tory - it’s there. Moreover, it seems that the language is 
also involved - we can fi nd it too.

The classifi cation process is based on ontology within 
the Interlingua language model approach. The syntactic/
semantic generation module with a very limited domain 
of classifi cation (forecast ontology could support clas-

sifi cation). Therefore, the ontological representation 
determines which route (meaning) to track and so, clas-
sify the words correctly. 

Classifi cation of Model Architecture

Tweets Dataset

Arabic twitter can be used to create tweets dataset (dic-
tionary and lexicon) of the proposed solution with clas-
sifi cation model. Table 4 illustrates some examples that 
are selected from the created corpus. Some of this data-
set is constructed and released, annotated for morpho-
logical and syntactic analysis, and others are used in 
clustering (Nabil, et al., 2015).

Many tweets representing judgement directions can 
be assigned to several categories of sentimentality. Pri-
marily, these tweets are used to represent the tweets 
corpus. Tweets classifi cation can be classifi ed into two 
types: content-based and request-based classifi cation. 

To automate and create “tweets classifi cation sys-
tem”, we will classify tweets corpus to domain catego-
ries or classes.

Usually, supervised and unsupervised machine learn-
ing algorithms are relevant to classify such input tweets. 
In addition, reinforcement and semi-supervised learning 
may be used.

To describe the classifi cation process of tweets in sci-
entifi c notation. The text tweets (TT) is a set of combined 
texts and labels. TT = { (T1, c1), (T2, c2) … ,( Tn, cn)} where, 
T1, T2,…, Tn, are a list of tweets, and their paired labels 
are classes: c1, c2, … , cn.. 

Table 4. Tweets Dataset Description

Dataset Title Original Content Words/Tokens Size

Arabic-Violence-
Twitter

Voilence Keywords Words 237

Emotion Icons Icons 800

Stop words Words 126

Arabic Sentiment 
Tweets Dataset

Train.txt Tweets 2002

Test.txt Tweets 218 

TripAdvisor.com Attraction ATT.csv Tweets (2154) 893 KB

Qaym.com Hotel HTL.csv Tweets (15572) 14.5 MB

Elcinemas.com Movie MOV.csv Tweets (1524) 5.11 MB

Souq.com Product PROD.csv Tweets (4272) 515 KB

TripAdvisor and 
Qaym

Resturant RES.csv  Tweets (10970) 4.24 MB

MPQA-Ar
Training (CSV)
Testing (CSV)

Tokens 20430823153

Astd-artwitter
Training (CSV)
Testing (CSV)

Tokens
42076
4519

LABR-book-
reviews

Training (CSV)
Testing (CSV)

Tokens
937765
99947
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Assuming that the learning algorithm L is trained with 
the training dataset TT, the classifi er  such that F(TT)= 
is used. The workfl ow of the proposed automated tweets 
classifi cation system is illustrated in Figure 3. 

Usually, the dataset is divided into two datasets, 
training and testing datasets. The preprocessing phase 
and the features extraction phase are overlapped to be 
used in both training and testing. In the training phase, 
each tweet has its own equivalent type (category or 
class) that was labeled before. The cleaning tweets will 
be forwarded to the feature extraction phase to extract 
signifi cant features (numeric arrays or vectors). 

These signifi cant features (vectors) are feeding with 
the corresponding related labels to the machine learn-
ing algorithm to learn various tweets patterns related 
to each category and combine classifi cation model. This 
gained knowledge will be used to predict categories 
for new tweets. Once we have the classifi cation model 
(working model), we can test such model using accuracy 
metrics. 

Feature Extraction (Feature Engineering)

Features are measurable properties for every data ele-
ment in a dataset. The feature extraction (engineering) 
is the process to transform the input stream of dataset 
into a set of measurable value (numerical values). These 
features can be extracted using machine learning algo-
rithm in order to differentiate and recognize the tweet’s 
dataset. 

“Vector Space Model” or “Term Vector Model” is 
used as mathematical model to represent tweets text as 
numeric vector. We have a tweet T in a tweet vector 
space VS. The dimension of each tweet is the number of 
distinct words for all tweets in the vector space. 

             VS = {W1, W2, …, Wn}                            (1)

Where n represents distinct words in the whole tweets. 
We can represent tweet (T) in such vector space by:

             T = {WT1, WT2,…, WTn}                           (2)

Where WTn describes the weight of word (n) in tweet (T). 
This weight represents frequency (or average frequency) 
as numeric value, or term frequency (TF) weight. 

Evaluation of The Proposed Model

To evaluate the proposed work (Arabic sentiment analy-
sis) through word embedding, precision, recall, accu-
racy and F1-score of tweets, classifi cation will be used. 
Also, confusion matrix with detailed of the classifi ca-
tion result will be used for performance measurement. 
Table 5 describes the analyzed results of our dataset. 
These analyzed data include the tokenized training data-
set, and tokenized testing dataset. Then the vectorization 

Table 5. Analysis Results of Tokenization and 
Vectorization

Tweets 
Dataset

Method 
Approach

Number of Tokens

Training Testing

Mpqa-ar
Tokenization 204561 22203

Vectorization 8996 1000

astd-artwitter-
ar

Tokenization 41420 5175

Vectorization 3187 355

LABR-book
Tokenization 930364 107348

Vectorization 14803 1645

Products 
Tokenization 48859 5894

Vectorization 3841 427

Restaurant
Tokenization 325170 37352

Vectorization 7527 837

Table 6. (a) Mpqa-ar Dataset Evaluation Results

Classifi cation 
Approach 

Average Prec. Recall F1

Random-Forest 74.69 75.00 65.90 70.16

SGD-Classifi er 76.49 76.86 68.42 72.40

Linear-SVC 74.54 76.46 69.11 72.60

Nu-SVC 74.74 71.17 72.31 71.74

Logistic-Regression 76.79 76.31 70.02 73.03

Gaussian-NB 69.95 72.62 55.84 63.13

Table 6. (b) Astd-arTwitter Dataset Evaluation Results

Classifi cation 
Approach 

Average Prec. Recall F1

Random-Forest 74.69 85.80 73.23 79.02

SGD-Classifi er 82.71 87.03 81.31 84.07

Linear-SVC 80.24 86.78 76.26 81.18

Nu-SVC 83.29 87.98 81.31 84.51

Logistic-Regression 81.94 88.95 77.27 82.70

Gaussian-NB 74.01 80.11 71.21 75.40

Table 6. (c) Astd-artwitter Dataset Evaluation Results

Classifi cation 
Approach 

Average Prec. Recall F1

Random-Forest 78.29 85.80 73.23 79.02

SGD-Classifi er 82.71 87.03 81.31 84.07

Linear-SVC 80.24 86.78 76.26 81.18

Nu-SVC 83.29 87.98 81.31 84.51

Logistic-Regression 81.94 88.95 77.27 82.70

Gaussian-NB 74.01 80.11 71.21 75.40
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Table 6. (d) Restaurant Dataset Evaluation Results

Classifi cation 
Approach 

Previous 
Results

Prec. Recall F1

Random-Forest 60.31 78.27 94.52 85.63

SGD-Classifi er 65.48 80.36 92.91 86.18

Linear-SVC 71.92 84.16 89.86 86.92

Nu-SVC 69.08 82.09 92.27 86.88

Logistic-Regression 73.27 85.12 89.37 87.20

Gaussian-NB 51.30 86.78 41.22 55.90

Table 6. (e) Products Dataset Evaluation Results

Classifi cation 
Approach 

Previous 
Results

Prec. Recall F1

Random-Forest 63.80 76.53 95.35 84.91

SGD-Classifi er 75.48 82.13 94.68 87.96

Linear-SVC 76.92 83.99 92.36 87.98

Nu-SVC 71.08 79.89 95.02 86.80

Logistic-Regression 76.27 83.53 92.69 87.87

Gaussian-NB 63.30 88.27 57.48 69.62

FIGURE 3. Architecture of Automated Tweets 
Classifi cation System

process is employed with vectorized training tokens with 
14803, and vectorized testing tokens with 1645.

We used six classifi ers, Random-Forest, Stochastic 
Gradient Descent (SGD), Support Vector Machine (Lin-
ear-SVC), Nu-SVC, Logistic-Regression, and Gaussian-
NB. Classifi cation results of these methods are demon-
strated in table 6. 

Figure 4 illustrates the receiver operating characteris-
tic (ROC) as a relation between sensitivity and specifi c-
ity (true positive and false positive rates) for all cut-off 
points. So, if we have true positive 0.85, we have a prob-
ability of 0.15 of being wrong. 

CONCLUSION

In this paper, we have presented a proposed model to 
analyze and classify Arabic tweets. The real application 
domain includes many of dataset in different domains. 
The proposed solution is tested with fi ve corpora for Ara-

FIGURE 4. Realtion between sensitivity and 
specifi city

bic tweets. The proposed model has been tested accord-
ing to different six classifi ers; the output results indicate 
that our model increased the accuracy of the sentiment 
classifi cations tasks in all the used datasets based on the 
language model. 
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Some diffi culties such as understanding the concept 
and the meaning of dialects and related defi nitions need 
additional elaboration; the reason is that the lexical 
units that have similar meanings should appear in simi-
lar context. Therefore, offi cial repository for semantic 
information for domains’ contents and terminologies 
defi nitions should be involved using ontological addi-
tional works. 
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