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ABSTRACT

Today there is massive applications that generate high volume of stream data like telecommunication systems and 
others. In this context, it is required to convert these data to valuable knowledge. Storing data stream to local storage 
and mining them can be considered as resource consuming process. Mining data streams means extracting valuable 
information and knowledge from continues data. This paper develops Adaptive sliding window random decision Tree 
(ASWRT). This model can learn adaptively from the changing data especially real time data that’s related to the wireless 
sensors networks. The results of this research based mainly on the idea of data segmentation. This technique is one of 
the primary tasks of time series mining. This task is often used to generate interesting subsequence from a large time 
series sequence. Segmentation is one of the essential components in extracting signifi cant patterns from time series data 
which may be useful in identifying the trend and changes in the prediction. The segmentations at ASWRT is mainly 
depending on mean and variance. The random decision tree has been employed as incremental builder for the tree for 
the purposes of classifi cation. Other components to improve accuracy has been employed like sliding window-based 
algorithm and concept drafting detectors. ASWRT has achieved high accuracy and time performance over huge volume 
of data stream. These data generated by built-in random generator in MOA package. It achieved accuracy of 98.75% at 
time of 17.20 second in general.
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INTRODUCTION

Due to the high informatic evolution, there is a huge 
volumes of data stream these data collected from differ-
ent resources like sensory data, transactional, and web 
data. These data generated in continuous manner as data 
stream. This type of data requires to be analyzed online 
as they arrive without storing them and wasting high 
amount of memory. Big data can be constructed from 
data streams. Big data is defi ned as large and complex 
data sets where traditional data processing are inadequate 
to process. Challenges in big data include many issues, 
such as analysis, capture, search, sharing, storage, visuali-
zation, querying, updating, and information privacy. The 
term “big data” often refers simply to the use of predic-
tive analytics, user behavior analytics, or certain other 
advanced data analytics methods that extract value from 
data. Big Data can be static on one machine or distrib-
uted and it can also be dynamic (stream). Data stream 
is considered as an ordered sequence of instances that 
can be read only once or a small number of times using 
limited computing and storage capabilities. Data stream is 
continuously changing based on time and this is consid-
ered as big challenge in the fi eld of data stream mining. 
Stream mining is the process of extracting knowledge 
structures from continuous, rapid data records. 

A data stream can be collected from computer net-
work traffi c, phone conversations, ATM transactions, 
web searches and sensor data. Data stream real time ana-
lytics are needed to manage the data currently generated 
at an increasing rate. In the data stream model, data 
arrive at high speed, and algorithms that process them 
must do so under very strict constraints of space and 
time. Consequently, data streams pose several challenges 
for data mining algorithm design like using of limited 
resources (time and memory). The data stream mining 

model can be implemented using many tools depending 
on the environment. This research will focus on MOA 
(Massive Online Analysis). MOA is a software framework 
that can be used to implement and run the streaming 
algorithms. It can be considered as open source frame-
work for data stream mining. It has many of machine 
learning algorithms classifi cation, regression, clustering, 
outlier detection, concept drift detection and recom-
mender systems and tools for evaluation, [2].

The process of designing data stream mining model 
is subjected to several conditions like results accuracy, 
amount of space consumed by the model and time 
consumed in learning this model. These conditions are 
mainly interdependent where the time adjustment and 
space used by the algorithm may refl ect high change in 
accuracy. In addition, storing more pre-computed infor-
mation, such as look up tables, an algorithm can run 
very fast at the expense of space consuming. The more 
time an algorithm has, the accuracy can be increased. 
In data stream environment, the developer should take 
care of time and space due to the high speed and the 
huge volume of data. In this research, a novel model has 
been developed which considered the memory space and 
time constraints by adopting the concepts of data estima-
tion and concept drift. Due to speed of the input data, some 
changes may happen to the data. These changes happened 
due to some problem in the networking, synchronization or 
accumulative error by time passing. These changes would 
affect the classifi cation negatively and would cause mis-
analysis of data. Data estimation is abstraction of data and 
also it is considered as the step of preparing and packag-
ing the input data stream in order to facilitate the process 
of classifi er, while concept drift is the process of detecting 
the change in the data stream and inform the estimator to 
refresh data and consequently the classifi er will perform 
some actions in the presence of drifting.

Figure 1. General framework [Mala & Dhanaseelan, 11]
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The rest of this research is organized as follows: fi rst 
of all, some related works will be discussed, after that 
the general structure and all components of ASWRT 
proposed model will be explained and discussed. Finally, 
the model will be tested and analysed depending on sev-
eral criteria as can be seen later

RELATED WORK

Concept drifting means a change in the statistics of 
the data which happens due to different factors such 
as network synchronization or cumulative error done 
by the estimators. To avoid the effective of the concept 
change, there were many algorithms and models related 
to the subject of concept drifting. Last in [10] introduced 
a classifi cation for a system incorporate the info fuzzy 
network (IFN) for OLIN (On Line Information Network) 
classifi cation. OLIN input is continuous stream data, 
and the model is responsible for building a network. 
This network mainly depends on a sliding window as 
estimator of the most recent data. The system continu-
ously will changes the window size and all statistical 
variable recomputed depending on the current rate of 
concept drift. OLIN uses the statistical ratio of the dif-
ference between the training model and the accuracy of 
the current model to measure the concept stability. OLIN 
will adjusts the number of examples between model 
reconstructions continuously. OLIN also generates a new 
model for every new sliding window depending on the 
content of the window. This approach ensures accurate 
and relevant models over time and therefore an increase 
in the classifi cation accuracy. However, OLIN algorithm 
has very important disadvantages which is the high cost 
of creating new model each time.

Hulten, et.al have come up with Concept-change Very 
Fast Decision Trees CVFDT. It is considered as an algo-
rithm extension for VFDT to deal with concept change 
over decision tree. This algorithm allows to the model 
to learn in the same time of determining the concept 
change. This sycron can be achieved by continuously 
monitoring the accuracy of old decisions with respect 
to the content of the sliding window of data [1]. At [2] 
the researchers proposed model for building incremen-
tal decision tree by adopting the sliding window and 
using change detector. The window has been built line-
arly, depending only on the average of inputs. The main 
advantage of using a change detector is that it has theo-
retical guarantees, and this guarantee can be extended 
to the learning algorithms.

DATA STREAM MINING FRAMEWORK

In the fi eld of stream mining, mostly all algorithms 
adopted one or more of the following components [2]: 
windows for keeping the most recent values; mechanism 

to control the distribution change; and fi nally method 
for keeping updated estimations for some statistics of 
the input. These three modules are considered as the 
basis for answering three of the most important ques-
tions in stream mining.

• What should be remembered or dropped
• When to do the model refresh, and
• How to do this refreshing.

Three components are essential to prepare data streams 
for stream mining process. As shown by fi gure 1, Xt is a 
stream of bits representing data to be classifi ed. Estimator 
is the component of the model that’s responsible for com-
puting all the statistics on the input data and preparing 
data inside the window. The last component is the detec-
tor which is responsible for detecting the place of drifting. 
The idea at this research is done by basing the mining 
algorithm on sliding window. The next two subsections 
detail concepts of estimator and concept drift.

Estimators

The estimator is considered as numerical value of 
unknown parameter by applying some formula on lim-
ited population samples. High volume and open-ended 
data streams need processing methods [7] presents a 
series of designed criteria. The most important of these 
criteria are:

1. The consuming time needed by the mining algo-
rithm to process each data record in the stream 
must be small and constant

2. Smallest main memory wasting
3. Due to the nature of data stream, it should be a 

single pass algorithm, since streams cannot be 
hold for long time.

4. The model availability.
5. The model must show updated results at any point 

in time, it must keep up with the changes of the 
data.

The above criteria are important to build an adaptive 
learning model, but the fi rst two criteria can be consid-
ered as the most important and hard to be accomplish. 
Although many algorithms have been done on scalable 
data, most algorithms still require high amount of main 
memory in proportion to the actual data size. Their com-
putation complexity is much higher than linear with the 
data size. So, they are not equipped to cope with data 
stream [6].

The best way to avoid wasting memory is to use esti-
mator that estimates the behavior of the data stream 
depending on limited data. There are many types of 
estimators according to its purposes like liner estima-
tors, blue line estimators [3] and Gaussian estimator 
[12]



222 RANDOM TREE DATA STREAM CLASSIFIER WITH SLIDING WINDOW ESTIMATOR AND CONCEPT DRIFT BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS

Ebtesam Almalki and Manal Abdullah

Change Detectors

Traditional stream classifi cation algorithms developed 
to fi nd classes that are suitable for all points since the 
beginning of data. These types of algorithms do not 
refl ect the important issues that’s related to the concept 
drifting. Concept drift can be considered as critical prob-
lem in online learning. This problem is caused when a 
model based on old data cannot correctly refl ect the cur-
rent state of the data. Concept drift describes a gradual 
change of the concept where concept shift happens and 
when a change between two concepts is more abrupt. 
Distribution change [8], also is known as sampling 
change or shift or virtual concept drift [1]. It refers to 
the change in the data distribution. Even if the concept 
stays the same, the change may often lead to rebuild the 
current model as the model’s error rate increased. Stan-
ley [13] has suggested, from the practical point of view 
that it is not essential to differentiate between concept 
change and sampling change since the current model 
needs to be changed in both cases. Change detection is 
not an easy task, since a fundamental limitation exists 
in [5], the design of a change detector is a compromise 
between detecting true changes and avoiding false 
alarms.

ASWRT: ADAPTIVE SLIDING WINDOW 

RANDOM TREE

This research proposes a general method for building 
incrementally random decision tree based on keeping 
sliding window of the last instances on the stream. In 
order to clarify the idea, we should specify how the fol-
lowing requirements should be done:

• Place a change detector related to every node 
that’s make an alarm if some change happened at 
that’s node.

• Manage the process of creation and deleting of 
nodes in the tree

• Maintain estimator of the relevant statistics of 
every node that’s related to the current sliding 
window.

Adaptive Sliding Window Random Tree ASWRT is a 
model performing data stream classifi cation. It is based 
on three data stream components that’s mentioned 
earlier. The fi rst component is the estimator and it is 
responsible for preparing and estimating the statistics 
of the input data. Second component is the classifi er, 
the classifi er here is random decision tree that’s build 
inc rementally depending on the coming streams. Last 
component is the detector to keep the data updated and 
consistent. Figure 2 shows ASWRT model.

In general, the input to this algorithm is a sequence 
x1,x2,..., xt,... of data items whose distribution varies 
over time in an unknown way, the range of input values 
is [0,1] values or real value that can be rescaled later 
by the model. The complete transaction that’s happened 
inside the model is depicted in algorithm 1.

From the architecture, an estimator uses mean and 
variance of the inputs to estimates the desired statis-
tics. Then it prepares data into bucket inside the win-
dow. A copy of the window will be send to the classi-
fi er and another copy to the change detector in order to 
detect the changes in the concept of data. If a change is 
detected, the last added buckets will be removed from 
the window and the affected added subtree will also be 
removed.

Algorithm 1: Adaptive Sliding Window Random Tree (ASWRT)
Input: stream xt generated by random tree generator
Output: classifi ed input, accuracy of classifi cation and Time

Call Estimator
preparing data in buckets depending on some criteria see algo-
rithm 1

Call change detector
Determine whether change in statistics occur or not and mak-
ing alarm to the estimator if the change in concept occurred 
see algorithm 3

Figure 2. Adaptive sliding window Random Tree (ASWRT)
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Call DM algorithm
Making the classifi cation depending in the data that’s pro-
duced by cooperating of Estimator and detector, in order to 
determine time and accuracy of classifi cation the next steps 
should be followed:

1. Train the model over prepared set of data which is 
training set

2. Test the model using deferent data set to check the 
time and accuracy of the model

A SWRT Estimator

The process of building and reducing the sliding win-
dow depends on some statistical distribution computa-
tion especially mean μ and variance . The idea here 
is done by segmented all elements of data stream into 
buckets by algorithm 2. For each bucket Bi, a time stamp 
should be maintained. ASWRT model will be responsible 
about determining the following information which are: 
how many elements enter the bucket, the mean of these 
bucket and the variance. The mean of the elements in 
the bucket (μi), and the variance of the bucket (Vi). The 
actual data elements that are assigned to a bucket are 
not stored.

As shown with fi gure 3, the window will be initial-
ized at particular time stamp and it has a fi xed size. 
Inside the window, data will be segmented to number 
of buckets with elements (ni). Now let the most recent 
element denotes xt, so xt elements are inserted to the 
window. This element has time stamp t. So, at this time, 
the estimator has several cases. The fi rst case is when xt 
= μ1 & 1, this means that the arrived element has the 
same distribution parameter as of the current bucket. So, 
estimator extends the current bucket B1 to include xt. 
Otherwise, create a new bucket for xt. The most recent 
bucket becomes B1 and set new variance and mean for 
this bucket as 1 = 0, μ1 = xt, n1 = 1. The old bucket will 
be incremented by 1 (Bi+1). The second case, if the old-

est bucket Bi has timestamp greater than N, actual win-
dow size, then delete the bucket. Bucket Bi−1 becomes 
the new oldest bucket. Maintain the statistics of Bi−1* 
(instead of Bi*). The third case is occurring when con-
necting with Adaptive Sliding Window ADWIN change 
detector. In this case if change detected, then ASWRT 
drops the fi rst bucket from the head of the window Bi-1.

Algorithm 2: Estimator of ASWRT
Input: xt the new arrived element
1. If xt = μ1, then extend bucket B1 to include xt, by increment-
ing n1 by 1.
2. If xt! = μ1 then create another bucket for xt. The most resent 
created bucket becomes B1 with 2 = 0, μ1 = xt, with size n1 = 
1. An old bucket Bi becomes Bi+1.
3. “If the previous bucket which is Bm has timestamp greater 
than the time stamp of N, the bucket will be deleted. Bucket 
Bm−1 becomes the new oldest bucket. Maintain the statistics of 
Bm−1 instead of Bm, which can be calculated by the statistics 
of the previous deleted bucket Bm and the statistics of current 
oldest bucket which is Bm−1. the calculation in the next step.
4. If two buckets have been combined then the statistics of the 
new combined bucket will be as follow:

; ; 

5. if there is an alarm detected by the detector the drop the 
Bi and recalculate the statistics of Bi-1 depending on previous 
Bucket statistics
Output: ordered sequence of bucket inside window with its 
statistics see fi gure 3

ASWRT Detector

In the propose d ASWRT model, ADWIN change detec-
tor [8] is adopted to detect the concept drift. The slid-
ing window is adopted here to reduce the stale in data. 
In the window model the data stream will coming in 
continuous manner, only the most reacent part of data 
will be used for making the predications. The process of 
discounting the size of the window only happened by 

Figure 3. Visual explanation for the estimator steps
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fi xed parameters, that’s why the results of the estima-
tors vary according to this parameter. In this case every 
data elements are associated with weights that decrease 
over time. Here, only the last N elements arrived are 
considered relevant for answering queries, where N is 
the window size [2].

ADWIN model is an adaptive sliding window algo-
rithm that has an estimator with memory and change 
detector and is considered as a parameter-free adaptive 
sliding window. This means no fi xed parameter for the 
window size [12].

Results and Analysis

At this section, results of ASWRT will be shown depending 
on specifi c methodology. This methodology depends on the 
process of adjustments of the parameters that can affect the 
time and accuracy. Time is considered as the most impor-
tant signal about the goodness of the model due to the 
nature of streaming environment as well as the accuracy. 
ASWRT will considered as good model in data stream min-
ing if it satisfi es high accuracy in minimum time.

The experiment here will be done depending on 
many steps. These steps is determined by adjusting the 
parameters of classifi er and analyzing the impact of this 
adjustment. The adjustment will be performed depend-
ing on the following parameters

1. Number of attributes.
2. Number of instances.
3. Number of classes.

The results of testing ASWRT model start by adjusting 
the fi rst parameter which is the number of instances and 
the other parameters is adjusted to the default values. 
These default values are shown in table 1

Impact of increasing the number of instances on ASWRT

At this section, ASWRT will be examined by adjusting 
the number of instances to see their impact on the accu-

racy and time. The number of instances in this experi-
ment ranges from 100,000 to 1,800,000 instances, while 
the other  values have its default values. It is observed 
that the accuracy of classifi cation is increased from 
92.60% at 100,000 instants to 98.88% at 1,800,000 
instants, as shown in fi gure 4. It can be noticed that the 
accuracy becomes constat after 1,400,000 instants. The 
time result records 3.3s at 100,000 instants and 18.8s at 
1,800,000. We can also witness that the constant test 
time, along with the increase of instances. Figure 4 and 
5 show strongly increasing in accuracy and slightly lin-
ear increase in train and test times.

Impact of increasing the number of classes on ASWRT

In this section, the results of ASWRT has been shown 
with respect to the number of classes. The number of 
attributes and instances will be of the default values. 
Increasing number of classes shows an inverse rela-
tionship to the performance of the algorithm. ASWRT 
increases the number of classes from 2 to 8 classes. 
Here the number of attributes are 10 attributes, which 
is the default number for this parameter. The accu-
racy of classifi cation is decreased from 95.51% at 2nd 
classes to 88.63% at 8th classes. Figure 6 and fi gure 7 
show accuracy and time when increasing number of 
instances.

Table 1. The Experiment Default Values

Exper iment parameters Default values
Number of instances 500,000

Number of classes 3

Number of attributes 10

Number of passes 1

Model Random seed 1

ADWIN thresholds 0.05

First leaf level 3

Figure 4. Impact of increasing the number of instances on accuracy
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Figure 5. Impact of increasing the number of instances on time

Figure 6. Impact of increasing the number of classes on accuracy

Figure 7. Impact of increasing the number of classes on Time
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Figure 8. Impact of increasing the number of attribute on accuracy

Figure 9. Impact of increasing the number of attribute on time

Table 2. The  Result of Comparing ASWRT with 
Similar Works

Model ACC (%) Total Time(s)
Kappa 
stat (%)

ASWRT-ADWIN 95.793% 8.42s 91.369%

ANB-DDM 73.704% 6.77s 49.527%

AHT-ADWIN 88.43% 6.70s 83.652%

Impact of increasing the number of attributes on 

ASWRT

In this section, the impact of increasing the number of 
attributes on the proposed model are studied. All other 
values adjusted to the default values. The model records 
accuracy of 98.78% at 5 attributes and 93.70% at 25 
attributes the results of accuracy and time are shown in 
fi gure 8 and 9. ASWRT records high accuracy even if 
the number of attribute increased to 25 attributes. This 
result is considered as positive indicator about the qual-
ity of the model.

COMPARING ASWRT WITH OTHER MODELS

A comparison will be made between ASWRT model and 
other models to see its performance related to state of 
the art models. These models adopt linear estimator for 
estimating all statistics of the input and using ADWIN 
and DDM change detectors [8]. The DDM module will 
manage errors that’s produced by the learning model in 
the step of prediction. It will compare the statistics of 
two sub windows: the fi rst window contains the actual 
data, while the second will contains only the data from 
the beginning until errors increases. Their method does’t 
store these windows in stored in memory .They consider 
the number of errors in a sample of examples is modeled 
by a binomial distribution .when the number of errors 
increased the algorithm will prpose thats the distrbution 
is changed, and the current model decsions are inappro-
priate. Two classifi ers have been chosen for this experi-
ment which are naïve Bayes (NB) and adaptive Hoffding 
tree classifi er (AH). These models have been tested by 
running their codes, the code has been imported from 
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Figure 10. The accuracy of different adaptive model for classifi cation

Figure 11. The run time of different adaptive model for classifi cation

Waikato websites [2]. As shown in table 2, ASWRT and 
AHT classifi er give more accurate results compared to 
the naïve Bayes in both cases. While AHT and ASWRT 
show a proximity result with preference to ASWRT, the 
result depending on the running the three-models using 
MOA using default values for all parameters. Figure 10 
shows the accuracy of the three models, ASWRT shows 
the highest accuracy among others. While in case of 
time as shown by fi gure 11, ASWRT recorded acceptable 
time.

CONCLUSION AND FUTURE WORK

This research has concentrated on developing a novel 
model in the fi eld of data stream mining which is 
ASWRT. This aim has been achieved by applying two 
contributions; the fi rst one is the process of developing 
algorithm for the adaptive sliding window. This algo-
rithm has a several cases depending on type of data 

streams as discussed in algorithm 2. The output of this 
algorithm is ordered sequence of buckets inside the win-
dow. The second contribution was to apply drift detec-
tion process using ADWIN change detectors. The detec-
tor will cooperate with the estimator in case of drifting 
and the classifi er also have been modifi ed in case of drift 
by eliminate the affected leaves in the tree which may 
reduce the accuracy of the classifi cation. The evalua-
tion of the results was depending on two factors which 
are accuracy and time. The testing methodologies was 
depending on the adjustment of some parameter related 
to the classifi er to see the impact of this adjustment on 
the time and accuracy. In near future some extra func-
tions can be increased like multi-labelling and detect-
ing outlier to make a complete model and the developer 
should care of time because the time increase by increas-
ing the number of computations. Also, same model can 
tested in case of increasing the data throughputs and 
analysing the results.
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