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It gives me immense pleasure to go through the superb collection of this special issue selected manuscripts on the Role of ICT in 
our daily life applications: Obstacles and Challenges and write the coveted editorial for the painstakingly written each and every 
article. 

In this age of information that has invaded and penetrated the technology of our present world until it has become an essential 
part of our daily lives, the emergence of electronic commerce has surfaced, even though it is late in the ladder of historical devel-
opment of IT growth. There are many technical diffi culties which have met the major challenges, notably information security, 
electronic payment methods, intellectual property, electronic contracting, technical authority, standards, etc., to impose digital life 
itself on everyone, with all its electronic features now  becoming part of our fast life. 

The computer is only one of a series of ICT products from the telephone onwards that has been accompanied by a whole range 
of technical and non-technical problems. Many of those interviewed experienced problems adopting, using or owning ICTs. The 
type of problem is highly dependent on the type of technology: the PC and Internet connections giving considerable technical, 
learning, service, and upgrade as well as compatibility problems. Mobile phones on the other hand, while occasionally having poor 
infrastructure diffi culties, gave problems of usage, service quality (customer care) and personal identity. It is not only technical 
issues that cause problems; there are various other equally important practical and social problems. Even for technical systems 
that are largely stable, where the technical problems have mostly disappeared from view, there remains a host of other issues. 

Nearly all the technologies mentioned involved some confl ict between people over usage and meanings, as the domestication lit-
erature has shown to be the case with media that are more traditional and communications technologies. Then there are problems 
with content, and dislike or disapproval of media products, and in the use of tools: how to get over a particular obstacle in a video 
game, putting up with disliked TV shows, or design problems in multimedia or graphics. These are nothing to do with faults in the 
technology, but have to be overcome, avoided or put up with just the same zeal. One application of ICT that is used widely in our 
daily life is the social networking which can help policy makers to prioritize decisions, choose between opportunities, and encour-
age the public to accept new programs, plans and policies. This can certainly make a great difference to mankind.

The present special issue of Bioscience Biotechnology Research Communications envisages a volume of excellent papers written on 
the various applications of ICT being in use for a better understanding of our fast running technology. 

Happy Reading! 

Editor in Chief
Sharique A. Ali PhD., FLS, FRSB (UK)
Bioscience Biotechnology Research Communications

Editorial

The Role of ICT in Our Daily Life Applications: 
Obstacles and Challenges
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The Role of ICT in our Daily Life Applications: 
Obstacles and Challenges

A Systematic Approach for Evaluating ERP Project 

Proposals

Wajdi H. Al Jedaibi*1, Victor R. Basili2, Ibrahim Albidewi3 and Abdullah Almalise4 
1Department of Computer Science, Faculty of Computing & Information Technology, King Abdulaziz 
University, Jeddah, Saudi Arabia
2Department of Computer Science, University of Maryland, College Park, USA
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ABSTRACT

Implementing an ERP system is a complex transformational project. Many organizations struggle with this type of 
transformation as it involves rethinking their business processes so that the organization can improve their business 
system. The transformation has to be carefully negotiated, taking into account the as-is processes, the to-be processes, 
and the new requirements for such things as automation and integration of the to-be process, anticipating and design-
ing these new requirements. This paper discusses the experiences at a Saudi Arabian university in their attempt to 
transform the organization’s business model so it automates and integrates what is required and to achieve a level of 
capability that was not available before. It offers an analysis of the problems encountered, a set of lessons learned from 
their unsuccessful implementation experience, and a suggested set of steps that can improve ERP project proposal evalu-
ation by putting more effort into the upfront analysis, limiting the impact of the typical changes accompanying ERP 
projects.

KEY WORDS: ENTERPRISE RESOURCE PLANNING (ERP), EXPERIENCE ANALYSIS, EXPERIENCE-BASED ERP CONTRACTING IMPROVEMENT
                               APPROACH; RELATIVE CHANGE EFFORT, METRICS
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INTRODUCTION

In 2010, King Abdulaziz University (KAU) in Jeddah, 
Saudi Arabia decided that there was a need to improve, 
integrate and automate its administrative and fi nance 
business processes. It was decided that acquiring an ERP 
system would create the basis for the future evolution 
of KAU’s transition to an effi cient, productive and fully 
integrated business environment, and it would keep pace 
with the evolution of the e-government system by pro-
viding an automated platform that can be integrated 
with other public sectors. It went through an RFP and 
bidding process, chose an implementer and developed an 
ERP System. The implementation which was anticipated 
to take 18 months, took 36 months and cost about 25% 
more than was expected from the original bid and the 
system was not fully implemented, i.e., only the Finance 
and Control were run in parallel with the existing sys-
tem. At the time, the system was partially developed but 
not deployed. This presented an opportunity to analyze 
the problems involved and pose a solution based upon 
this analysis. It is important that we understand what 
went wrong and how we could have done a better job in 
the next implementation of an ERP. 

This paper focuses on KAU’s experience with con-
tracting out the ERP system, i.e., the writing the RFP 
and selecting the bidder. Our approach has been to 
‘learn by application’ [14], where we use observation 
of what happened to evolve the method we used. We 
began by characterizing the approach that was used 
and the consequences of various decisions that were 
made. We then identifi ed the problems encountered 
based upon analysis of the available data and interviews 
with members of the KAU project management team. To 
assure a broad view of problems, we identifi ed docu-
mented problems from the literature that were similar 
to the ones we experienced and supplemented that set 

with problems specifi c to the local environment. This 
analysis provided input for the development of several 
techniques that we believe would minimize the number 
of surprises and challenges that arose and contributed to 
a more successful ERP deployment. We packaged these 
techniques into a new method that allows us to com-
pare and evaluate ERP proposals. We then applied the 
method to a subset of the organization’s business pro-
cess as a pilot to check the feasibility and usability of the 
method.

The method aims at providing suffi cient information 
before the implementation begins that would help an 
organization write a better RFP and do a better job of 
assessing the relative effort of the submitted bids. We 
believe our experience was not unique; many organiza-
tions have struggled with implementing an ERP [7, 8, 9, 
10,11]. In fact, many organizations, who have achieved 
a successful ERP implementation, were successful on the 
second try [1].

BACKGROUND FOR THE STUDY

King Abdulaziz University (KAU) was established in 
1967 as a national university aimed at spreading higher 
education in the western area of Saudi Arabia. It offers 
university education to both female and male students 
[2]. The university has witnessed much improvement 
in quality and quantity since it was fi rst established, 
becoming one of the more distinguished universities in 
terms of the number of students, the number of scientifi c 
and theoretical fi elds of study, and the quality of its pro-
grams. It is also the only university in Saudi Arabia that 
offers certain specializations such as Sea Sciences, Geol-
ogy, Nuclear Engineering, Medical Engineering, Meteor-
ology, Aviation, and Mineralogy.

The main administrative business departments of the 
University are Human Resources, Finance and Account-

Figure 1. Information silo between business departments



BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS A SYSTEMATIC APPROACH FOR EVALUATING ERP PROJECT PROPOSALS 3

Wajdi H. Al Jedaibi et al.

ing, Budgeting and Planning, Procurement and Con-
tract, and Warehouse and Inventory. These business 
departments report to KAU’s vice president for approval 
of major decisions. TABLE I lists the main business pro-
cesses in the Procurement and Contract department. It 
shows the status of automation of the business processes 
in the current KAU legacy system. We will refer to this 
table later when we map KAU business processes into 
the selected ERP system. It will help us identify the gap 
between current KAU business processes and the selected 
ERP system, as well as giving us an indication of how 
many of these processes are covered in the new system 
compared to the KAU legacy system. 

The University developed its legacy based adminis-
trative system over a 17 year period. It was developed 
using COBOL-CICS and the IBM DB2 database on an 
IBM mainframe machine. The system was composed 
of human resource business functionalities which had 
evolved to an effective level. The Accounting and 
Finance system was also developed to include most 
business functionalities. The least developed systems 
were the procurement and contract modules and the 
warehouse and inventory modules. Each of these busi-
ness modules evolved separately.

During the implementation of the ERP system we 
selected at KAU we faced some challenges and they can 
be categorized as follows:

1. Functional issues
a. Insuffi cient business functionalities
b.  Lack of integration between business modules
c.  Data inconsistency, inaccuracy and incom-

pleteness
d. Incomplete Business Process automation

2. Technical issues

a. Un-normalized Database tables
b. Lack of support for Web-based applications
c. Lack of documentation
d. Unstructured applications landscape 

A major issue with the current legacy system is the 
lack of integration of the various business modules. 
Each department is functioning as a silo, independent of 
the other business departments (see fi gure 1). This cre-
ates a collection of information silos within the legacy 
system where information is not shared between mod-
ules [3]. Every module has its own database tables with 
different fi elds and different encoded names for each 
business unit. This created a huge set of data incon-
sistency and redundancy problems in the system and 
information fl ow between those systems was severely 
limited. Another issue with the legacy system is that it 
lacks support for web technologies to port the modules 
to a new web-based system. Due to these complexities, 

most business processes were not automated; most of 
the work was done manually where the end-user fed the 
fi nal data into a form on the screen so that a formatted 
report could be printed on offi cial paper. Also, legacy 
applications were not well documented so it was dif-
fi cult for developers to maintain the system and data-
base tables were not normalized causing a lot of data 
problems.

So, it was very clear that KAU had to enhance its 
administrative business processes through the acquisi-
tion of an ERP system. We decided to conduct an ERP 
readiness report [4, 5]. The readiness exercise was con-
ducted over 10 weeks. We hired International consult-
ants who had experience in ERP project implementation 
and management. The scope of the readiness assessment 
was to evaluate KAU business processes (a sample of 
these business processes are shown in table I with their 
status in the legacy system), organization maturity and 
IT readiness. The fi ndings encouraged KAU to proceed 
with acquiring an ERP system. We prepared the RFP as 
described in [6, 13] where we discuss the RFP prepara-
tion process in details.

ERP implementations pose several common chal-
lenges to enterprises [7, 8, 9]. Although the lack of 
proper communications between the parties involved in 
the project was reported as the overriding problem [7], 
there were other interesting challenges encountered. For 
example, the resistance to change in updating existing 
business processes, the lack of training on the new sys-
tem and technologies, and the existence of fewer experts 
than needed by the project. A crucial piece of advice 
by others is not to treat an ERP project as “just another 
IT project” but rather a transformational project for the 
whole enterprise [10]. In almost all cases, enterprises 
should look at an ERP project from a different point of 
view in the sense that they provide a window of oppor-
tunity for re-evaluation of the business processes and 
may possibly lead to improving them. 

Success of ERP projects is deeply affected by how 
change is managed throughout all related activities. 
In particular, rigorous controls must be placed on the 
number of desired customizations applied to the even-
tual system [11]. A customization is a new or additional 
functionalities applied to the system as required by pro-
cess owners (POs), a full defi nition of customization is 
provided later (section IV.B. Details of the Method) in 
step 3 of our method. Continually changing and incon-
sistent requirements are viewed as impediments to suc-
cess as they waste project resources and raise frustration 
amongst team members [9].

Additional challenges arise based upon certain envi-
ronmental constraints and in our case we witnessed a 
couple of these. First, there was a critical issue with lan-
guage and system localization in which it was required 
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Table 1. Some Business Processes Status in the Legacy System

Modules/Business Processes Status in Legacy System

1. Purchasing

1.1 Purchase Requisition Not implemented

1.2 Purchase Requisition Approval Not implemented

1.3 Quotation Process Not implemented

1.4 Purchase Order Partially implemented

2. Inventory and Warehouse Business Processes

2.1 Goods Receipt with Gov. Serial Number & Warehouse Books Interval Number Implemented

2.2 Request (Reserve) Stock from Warehouse with approval workfl ow Not implemented

2.3 Goods Issue Stock from Warehouse with Gov. Serial Number & Interval Number Implemented

2.4 Goods Receipt or Goods Issue Cancellation Not implemented

2.5 Return Asset to Warehouse Partially implemented

3. Logistic Invoice Processes

3.1 Enter Invoice Partially Implemented

3.2 Advance Payment Not implemented

4. Vendor Registration

4.1 Register new vendor by KAU Partially Implemented

4.2 Maintain/Update Vendor Data By KAU Not implemented

4.3 Register/Maintain/Update Vendor Data By Vendor using online services Not implemented

Figure 2. Evaluation method phases and steps

to implement a code change in the core of the system. 
For example, in the ERP system we used, the database 
imposed a 40 character limit in name fi elds which was 
insuffi cient for the use of the Arabic language [6, 13]. We 
also encountered a suite of challenges with data due to the 
organizational changes in the enterprise that were going 
on at the same time. There was not a problem in mapping 
the organizational structure and fi nancial organizational 
structure (i.e. Budget allocation structure and related 
accounting activities) to the ERP system. However, there 

were mismatches between data of the two structures that 
yielded slightly different sets of views such as different 
fi eld tag names and different data type for the same fi eld 
in different views. As a result, we were faced with prob-
lems that required data to be cleansed and mapped cor-
rectly. Negotiations on any data related issues required 
a complicated process of reviews followed by a lengthy 
administrative approval process. 

Being a government agency requires strict adherence 
to all government policies and procedures. The rules say 
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what must be done, not how to do it, so there are several 
ways a rule could be implemented and still be correct. 
So having different implementations should not have 
created a problem. However, we encountered problems 
in mapping the local implementations of business pro-
cesses to the ERP system as in some situations a local 
valid interpretation of a business rule was not easy to 
map into the ERP implementation of the rule. 

By default ERP systems are shipped with a set of best 
practice business processes characterized in workfl ows 
and a set of tools to design and/or extend them. How-
ever, KAU business process owners expected that all cur-
rent business processes would be mapped to the new 
system as is. This represented a major source of cus-
tomizations to the ERP standard workfl ows and hence 
additional costs on the project that was not accounted 
for in the original project RFP. It should be noted here 
that it is not uncommon to customize some workfl ows 
to refl ect essential local business processes which must 
stay as-is. In our experience, the reluctance to compro-
mise on changes and accept more effective business 
process implementations can be attributed to a lack of 
understanding that (1) the new system was supposed 
to improve their processes and (2) the new process was 
actually an improvement, e.g., it allowed integration, but 
had the same effect as the as-is process. We also encoun-
tered cases where the business owners resisted changing 
the as-is business processes due to personal views and/
or simply intransigence. In other cases, change was per-
ceived as creating more work in the future workload and 
rejecting it seemed like an easy out. 

Translation from Arabic to the English language was 
another challenge we faced; especially since there was no 
consensus on the meaning of certain terms in the Arabic 
language to start with. Different departments sometimes 
had a different understanding of the meaning of the same 
term. In some cases this was acceptable since it refl ected 
terms that were only used internally within the particu-
lar department. Reaching agreements to unify terminol-
ogy, however, was not an easy venture for either the KAU 
management team or the ERP implementation team. 

Validation of entry fi elds in all screens posed another 
key challenge. Although there was a minimal set of vali-
dations checks in the legacy system, as the implemen-
tation progressed, users felt the new system should be 
more vigilant by providing an extensive range of valida-
tion rules and checks for all types of data entry fi elds, 
e.g. direct fi elds and derived values. For example, users 
requested that based on values entered in fi eld date_of_
birth a validation check must be executed to apply the 
rule: “Employee age must be LESS THAN 60 years old at 
the time of appointment”.

While validation checks are an integral part of mod-
ern software systems and are included as default in nor-

mal application, extensive checks attached to derived 
values resulted in a plethora of customization requests 
for almost all ERP screens. Two issues that characterize 
this challenge are: 

1. New validation schemes needed to be designed 
and developed to satisfy evolving user requests.

2. We needed to integrate them with validation tech-
niques already defi ned in the ERP system.

Validation is not a trivial process [12]. Some validation 
schemes were designed and developed to satisfy busi-
ness process owner’s and user’s requests. However, it 
was not always possible to design and develop valida-
tion rules that would satisfy their requests as there was 
not suffi cient related data to do so. For example, if some 
data is entered at a specifi c entry fi eld, and the user 
require a validation rule to be applied to it, then that 
might affect or restrict another fi eld in the same form 
or another screen. So, validation on fi eld has to be thor-
oughly investigated and negotiated with the users before 
applying them.

In general, it was clear that users had imprudently 
high expectations of the ERP project implementation. 
Initial ERP project goals were to achieve higher levels of 
effi ciency, transparency, and improved budget utiliza-
tion. User and business owners, nevertheless, felt it was 
an opportunity to automate every administrative aspect 
of the organization as they were already doing it; a clear 
deviation from the original project plan. There was a 
lack of project vision especially since ERP projects are 
of a transformational nature when compared to automa-
tion projects. Enterprise organizations should expect a 
gradual growth in organizational maturity level after an 
initial ERP implementation; and if it is placed within a 
phased-development track, it will certainly yield in more 
improvements in the future.

We defi ne our terminology for the sake of consist-
ency. We will use the terms organization and client 
interchangeably to mean the purchaser of the ERP sys-
tem. We will use the term vendor to mean the ERP sys-
tem provider which is being used as the base for the 
client’s transformed system. We will use the terms con-
tractor and bidder for the responder to the RFP, using 
the vendor’s ERP system as the base for their proposal.

AN EXPERIENCE-BASED APPROACH

As stated above, ERP projects are complex transfor-
mational projects and, in almost all cases, span several 
departments of the enterprise. Challenges will always 
occur while progressing towards a successful deploy-
ment of the fi nal system. They will most likely con-
tinue to appear as the enterprise organization evolves 
and implementation environments keep changing. As a 
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result, challenges are an essential part of the game and 
we believe they should be handled positively; any plans 
to eliminate them are not practical and can waste valu-
able project resources. Instead, an ERP project manage-
ment team should put forth plans to manage and limit 
their impact. A fi rst step is to gain early knowledge of 
their existence and develop a clear vision of what lays 
ahead in the project path. Analysis of each challenge 
and its associated diffi culties is needed so that remedies 
can be discussed with the involved parties. As can be 
expected, challenges within a single department are eas-
ier to manage than those hovering over the territories of 
two or more departments. The latter requires a lengthier 
process of reviews, discussion of possible remedies, and 
negotiations. 

Based upon the lessons learned from our unsuccess-
ful fi rst experience we present a method for exposing 
challenges early to gain insights into their nature and 
to assess their relative impact on the implementation. 
The approach suggests a major juxtaposition of effort, 
up-front, which allows an organization to learn before 
making a commitment, to better understand what they 
really need. It allows for the opportunity to bring busi-
ness owners on board early, allowing them to prioritize 
their needs and shows them the cost of not compromis-
ing the implementation of some of their current as-is 
business processes. The degree of the impact of not com-
promising is refl ected in the amount of customization 
needed in the sense that unsolved challenges will result 
in business owners requiring major customizations to the 
implementation. Our method devises an early evaluation 
process for ERP project bids from which we can learn 
the expected number of changes required to the system’s 
implementation. The goal is to discover, expose, and 
treat sources of ERP changes in the best way possible. 

Overview of the Evaluation Method

The method we present here is based on early assess-
ment of organizational needs, evaluating them against 
what is offered by more than one potential ERP solution. 
The evaluation is fi ne grained at the level of the specifi c 
enterprise business processes, exploring the degree of 
change required by the different ERP system solutions 
proposed. Applying the method must precede any effort 
towards setting up and/or executing an ERP implemen-
tation plan; and it will enable enterprise organizations 
to:

1. Explore their business processes in details,
2. Classify their business process needs,
3. Match organizational business processes to what 

each ERP offers, and
4. Develop a clear understanding of what level of 

change each ERP solution requires.

In more detail, here are the three major processes and 
documents developed by the method as shown in fi gure 2: 

Phase 1 - Requirements Exploration: 

Step1: Preliminary Requirements involves building a 
preliminary requirements document which documents 
all the current, as-is business processes in a consistent 
organized form and provides an indication of how much 
fl exibility is available for the contractor. Abstractions of 
these two pieces of information are represented in the 
fi rst two columns of the evaluation matrix as presented 
in TABLE II. Each row of the evaluation matrix repre-
sents information about a particular business process. 
The fi rst column contains the name of the process as it 
exists in the legacy system. The next column represents 
the fl exibility with respect to each of the business pro-
cesses as will be explained in Step 1 below. This repre-
sents the version of the requirements that goes into the 
RFP for the bidders. It is the initial step for the bidding 
process.

Phase 2 – Contractor Requirements Analysis: 

The matrix set up by the client is fi lled in by the con-
tractor, with the vendor’s support. It is characterized by 
steps 2 and 3, in which the interested contractors create 
a mapping of the client’s needs to the vendor’s system 
and the contractors’ estimate of what will be required to 
implement the client’s business process relative to the 
vendor system. Each row of the evaluation matrix rep-
resents information about a particular business process. 

Step 2: Process Mapping: Identify the closest processes 
in the vendor’s ERP system to the listed set of processes 
in the legacy system.

Step 3: Change Identifi cation: Characterize the changes 
to the ERP system that are needed 

Phase 3 - Matrix Evaluation and Negotiation: 

Step 4: Relative Effort Analysis: The client analyzes the 
relative effort required to make the changes for each 
business process 

Step 5: Process Modifi cation: The project management 
team negotiates with the business process owners, armed 
with the relative effort data to make the modifi cation to 
the implementation of each specifi c process, so they can 
understand what the ERP system offers and the cost of 
not adapting to the new processes. Based upon the out-
puts of this discussion, a fi nal requirements document 
is created.

Step 6: Contractor Selection: Using the fi nal require-
ments document, the client evaluates the proposals by 
estimating the relative effort and time involved based 
upon the amount and type of change needed to the ven-
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dor’s system and picks the contractor with the best rela-
tive offer. Note that if two of more contractors bid the 
same vendor system, it would be possible to compare 
implementations in detail to help with the selection. 

Details of the Method

The steps of the method are explained as follows:
Step 1: Defi ne an as-is document of the business pro-

cesses (BPs) with the support of the processes owners. A 
business process consists of mainly 4 parts:

a. A template,
b. Input data,
c. Business rule(s), and
d. Workfl ow and approval cycle.

For each business process, process owners (POs) are 
all encouraged to recommend potential improvements 
to the process and are made aware of the necessity of 
integrations with other business processes. The business 
processes are defi ned as the set of steps needed to be 
performed, the business rules followed, the forms needed 
for the process, the approvals required, and the outputs 
expected, such as reports that need to be generated. A 
by-product of this step should be the creation of a rela-
tionship with the POs, preparing for change and making 
them aware of the need for integrating their processes 
with other POs. The result is an exploratory require-
ments document that describes each as-is process and 
the level of importance and fl exibility specifi ed by the 
POs. An example set of classifi cations for a sample set 
of business processes are provided in TABLE II. Clas-
sifi cations are: 

1. M: Mandatory 

A mandatory process is a must have; it must be part 
of any ERP implementation.

2. GTH: Good to Have

A good-to-have process does not necessarily have to 
be part of the ERP implementation, but it is good to have 
if possible.

3. NU: Not Urgent

A not-urgent process is a one that is not needed right 
away in the upcoming ERP implementation. Flagging 
a BP as NU does not exclude it from future ERP imple-
mentation upgrades, but business owners at this early 
stage are okay to continue using it as is.

A set of questions can be sent by the bidders to the 
client; identifying such things as can a business pro-
cess be changed in some way to minimize effort. These 
questions will be answered with the advice and consent 
of the POs. The exploratory requirements document and 
responses to the bidder’s question are used by the bid-

ders to select the most appropriate vendor for the enter-
prise. 

Step 2: The contractor matches the organization BP’s 
to those offered by their selected ERP system. TABLE III 
shows an example snapshot of KAU business processes 
and their match in the ERP they selected, i.e. SAP. Match-
ing processes does not signify full equivalence between 
two processes but rather the ERP process that is the best 
match to the organization’s process. For instance, SAP 
standard BP “Create purchase requisition (PR)” does not 
necessarily embodied the exact internal steps and logic 
required by its matched KAU BP, but it is the one the 
bidder will customize to achieve the specifi ed process.

Step 3: The client provides a matrix for the bidders 
to fi ll in where they propose their chosen vendor’s sys-
tem and whether that process is standard, needs addi-
tional confi guration, needs some level of customization, 
requires a third party integration, or requires the writing 
of extra code. They also suggest how they can provide 
certain customizations to minimize the effort by certain 
reasonable modifi cations to the business processes in 
accord with the client’s statements of fl exibility. By the 
end of this process, the client will have the ability to 
estimate the relative effort required to implement each 
of the bidder’s proposals and what opportunities are 
available to make changes to the business processes that 
would lower effort. TABLE IV shows an example analy-
sis of KAU/SAP processes as was analyzed by a contrac-
tor. The analysis is based on vendor’s and contractor’s 
response and reviewed by subject matter experts (SMEs) 
from the within the organization. The organization is 
expected to have their own product and functional con-
sultant and/or a third party BP consulting fi rm. Vendor 

Table 2. A Snapshot of KAU BPs classifi ed according to 
organization needs

KAU Business Processes KAU Needs

Invoice

Enter Invoice M

E-Invoice GTH

Advance Payment M

Vendor Registration

Register and Maintain Vendor Data by KAU M

Online Registration by Vendor NU

Material Master

Create/Change Material Master (General Data) M

Batch Management NU

Login (Technical Requirement)

Single Sign-In NU
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and contractor response should mark matched organiza-
tion/ERP business processes with symbolic qualifi ers for 
expected change as follows:

Standard (S) meaning the required business process 
exists as a standard in the vendor’s system and it can be 
used as is or with minimum confi guration, i.e., no major 
effort is needed to make it usable.

Confi guration (CF) meaning the process is supported 
by the vendor system but requires a setting or adjust-
ment of the parameters or adding a new fi eld or adding 
a new approval cycle. These types of adjustments are 
supported by the vendor’s system. The benefi t of con-
fi guration is to provide fl exibility within the system to 
allow the alignment of the ERP functions with the PO 
requirement by using standard functionalities exist in 
ERP product.

Customization (CZ) meaning the PO requirement 
cannot fulfi lled using standard functionalities provided 
by vendor/ERP, to incorporate these requirements it 
might require enhancing the system by developing new 
or additional functionalities e.g. describing new screens, 
changing fi eld positions on forms, integrating processes, 
or introducing new forms. You still have to integrate 

these changes with the system but without changing the 
existing vendor source code. This form of customization 
has the long term problem that the extension might not 
be compatible with future updates and releases of the 
system.

Third Party Integration (TPI) meaning that the ERP 
system cannot provide a major functionality required by 
PO, without the contractor adopting some other system 
to fulfi ll this requirement, but it requires the integra-
tion of this system with ERP. For example, if you want 
to implement a smart card or fi nger print recognition 
capability in the system, then you need to use a party 
integration. This involves customization and the added 
negotiation and interaction with the third party code 
which might include its own non-compatibility evolu-
tion. It may also involve source code change if the third 
party system is not set up to be integrated with the ven-
dor’s standards of integration.

Change Source Code (CSC) meaning the vendor code 
must be changed. This has the short term problem of 
extending the functionality of the existing system and 
also has that long term problem that this new code might 
not be compatible with future updates and releases of 

Table 3. A Snapshot of KAU BPs matched with SAP Business Processes

KAU Business Processes SAP Standard Business Processes

1. Procurement Business Processes

1.1. Purchase Requistion

Create Purchase Requisition (PR) Create Purchase Requsition (PR)

Budget & Planning Dept. Approval or Self Finance Approval Defi ne approval strategy/wprkfl ow

Dept. Manager or Dean approval Defi ne approval strategy/wprkfl ow

1.2. Quotation Process

Create Request for Quotation (RFQ) Create Request for Quotation (RFQ)

Get response from supplier
Supplier can respond by email or through the system 
(Maintain Quotation)

Quotation Selection Process Online selection

Get approval from committee
Get approval from manager (Can defi ne more than 
approval)

1.3. Purchase Order Process

Cretae Purchase Order Cretae Purchase Order

Get approval Defi ne approval strategy/wprkfl ow

1.4. Bid Process

Create Bid Create Bid

Supplier Repsonce Supplier Participation

Bid Opening Process Techniocal Envelop Evaluation

Technical Evaluation for Bid Commecial Envelop Evaluation

Bid slection process Bid selection/rejection
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the system. An example of the need for changing source 
code is if an algorithm within the ERP system is not ful-
fi lling the process owner requirement and the algorithm 
needs to be modifi ed. Needless to say, CSCs rarely occur.

Step 4: After reviewing and approving contractors’ 
responses, numerical weights are assigned on each pro-
cess to note how much change is expected when choos-
ing a specifi c ERP solution. Figure 3 depicts numerical 
weights to be given to symbolic qualifi ers and TABLE V 
shows the actual worksheet. For example, if a business 
process is rated as standard, there is minimal cost asso-
ciated with the implementation, let’s say we assign that 
a value of 1. If the business process is rated as requir-
ing a confi guration, we assign a value of 2, as it is a 
least twice the work of a standard. For customization, 
we assign a value of 4 to 6 as we consider it two to 

three times as complicated as a confi guration. Perform-
ing third party integration is most likely at least twice 
the effort as a customization, so we assign it an 8 to 12. 
A source code customization can be anywhere from a 
12 to 16 due to it both short term and long term effects.

These values are provided based upon the experience 
from our own KAU implementation where the stand-
ard processes have been implemented by the contractor 
with minimal effort such as Enter Invoice (TABLE V: 3rd 
row), whilst some other business processes associated 
with customization and it required considerable effort 
such as Online Registration (TABLE V: 6th row). On other 
hand, some of the business processes did not match ERP 
standard functionalities, thus the customization was 
not pebble, to incorporate such type of processes the 
contractor must integrate a functionality provided by a 
third party into the system and it required more effort of 
a customization, for example a single sign-on subsystem 
was added as a TPI (TABLE V: last row).

The categories selected here were based upon our 
experience with the KAU implementation. But another 
client might want to select different categories and 
different rating values. Based on TABLE IV in step 3, 
numerical weights are assigned to each symbolic quan-
tifi er.

TABLE V shows a partial list of real KAU BPs assigned 
numerical weights by a potential contractor refl ecting 
the amount of changes they expected to apply during 
implementation. Numbers of interest to the client are the 

Table 4. Analysis of KAU/SAP processes to refl ect expected change per BP

KAU Business Processes
Contract Response

SAP Standard Work Requirement

3. Invoice

Enter Invoice Create and Post Invoice S

E-Invoice E-Invoice CF

4. Vendor Registration

Register new vendor by KAU Suplier Registration CZ

Maintain/Update Vendor Data By 
KAU

Maintain Suuplier CZ

Register/Maintain/Update Vendor 
Data By Vendor using online ser-
vices

Online Registration CZ

5. Material Master

Create/Change Material Matser Create/Change Material Matser CZ

Create/Change Material Matser
Create/Change Material Matser (Material 
Type)

CF

6. Login (Technical Requirement)

Singlr Sign-In N/A TPI

Figure 3. Symbolic qualifi ers and their nurmerical 
weight values



10 A SYSTEMATIC APPROACH FOR EVALUATING ERP PROJECT PROPOSALS BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS

Wajdi H. Al Jedaibi et al.

summation of weights per category of change expected 
(fi gure 4.) We suggest the following metrics:

• TS: Total Standards
• TCF: Total Confi gurations
• TCZ: Total Customizations
• TTPI: Total Third Party Integrations
• TCSC: Total Change Source Code

In the example given above the fi nal estimated rela-
tive effort of the change is: TS = 3, TCF = 4, TCZ = 
16, TTPI = 10, and TCSC = 0. Hence, it is expected that 
major change effort will be dedicated to customizing the 
implementation, while no code change will be required. 
TTPI value indicates that this slice of the project needs 
a moderate effort to adapt parts of the system during 

implementation to integrate with a functionality pro-
vided via a third party. Values for TSs and TCFs show the 
numbers for expected effort of change required, and this 
example they represent a minor concern.

Step 5: The matrix analysis provides an insight into 
the relative amount of work each bidder’s proposal will 
take. So it is easy to see which proposals are better as 
each ERP BP is analyzed to understand how much it 
requires change to comply with the organization’s 
BP. This provides a sense of how much work will be 
involved implementing each business process. A discus-
sion should ensue as to what requirements expectations 
might be changed based upon the amount of work for 
each requires. For example, if a process can be modi-
fi ed so it is a confi guration rather than a change source 
code, there would be a great saving. This discussion will 
be carried out in collaboration with the process owners 
(POs) and they are able to see the cost of sticking to a 
particular as-is process. This might convince them to be 
more fl exible in their requirements. 

Step 6: Based upon the analysis, the bidder requir-
ing the minimum amount of effort would most likely be 
selected as the winner. However, how the bidder selected 
and characterized the particular changes should be con-
sidered in terms of what it says about the quality of the 
bidder. 

CONSLUSION

The proposed approach aims at addressing the chal-
lenges of contracting out for an ERP system. It focusses 

Table 5. Weight assignment to symbolic qualifi ers

KAU Business Processes
Contract Response

Weight
SAP Standard Work Requirement

3. Invoice

Enter Invoice Create and Post Invoice S 1

E-Invoice E-Invoice CF 2

4. Vendor Registration

Register new vendor by KAU New Vendor Master CZ 6

Maintain/Update Vendor Data By KAU Update Vendor Master CZ 4

Register/Maintain/Update Vendor Data By 
Vendor using online services

Supplier Online Registration CZ 6

5. Material Master

Create/Change Material Matser Create/Change Material Matser CF 2

Block Material Block Material Matser S 1

Delete Material Delete Material Matser S 1

6. Login (Technical Requirement)

Singlr Sign-In N/A TPI 10

Figure 4. Metrics 
for total expected 
change per cat-
egory      
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on the need to begin learning about what is needed by 
the client and what is available from the ERP vendor and 
the contractor before choosing a contractor and begin-
ning the implementation. The requirements document 
provides information about the as-is business processes 
and insights about the perceived fl exibility for change 
and saves this information in the evaluation matrix. The 
matrix as fi lled in by the contractor offers insights into 
the level of effort required to implement each process, 
paving the way for negotiation before the contract is let. 
It gives the option to the client of motivating minor and 
even major changes in business processes by recogniz-
ing the value/cost relationship for implementing vari-
ous processes as-is or modifi ed. Early preparation helps 
the client understand what As-Is business processes are 
important to re-evaluate or reengineer to minimize the 
customization.

It provides a basis for comparison of the various pro-
posals with respect to relative effort estimation and an 
understanding of how the effort is distributed. It mini-
mizes the risks that might show up during implementa-
tion and provides a way to understand what trade-offs 
are possible. 

The weaknesses are that the client has to be willing to 
spend the effort up-front and do a great deal of learn-
ing about themselves, the vendor, and the contractor. 
It requires the early commitment of top level manage-
ment to take responsibility for understanding the effect 
of the change on the organization as a whole, getting 
involved with process owner to help make the compro-
mise when there is a need for change, and empowering 
the project manager to make the changes when they are 
benefi cial. For example, top level management is needed 
when a process owner is unwilling to accept a change 
that lessens the cost or improves the overall integration 
process. 

This method has been derived based upon the analy-
sis of experience with the implementation of an ERP 
system. We have applied it to a subset of the organiza-
tion business process as a pilot to check the feasibil-
ity and usability of the method. We plan to extend this 
method so that it covers other factors that we view as 
important to the success of ERP implementation pro-
jects. For example, enterprise data readiness, team com-
petency, alignment of ERP enterprise goals, and change 
management requirements.
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ABSTRACT

Cooperative relay has been recently employed to resolve the problem arises from fading and multipath propagation. Bit 
Error Rate (BER) is one of key metrics used for system performance assessment. This paper provides analytical formula-
tion for the BER as a function of distance employing 4Quadrature Amplitude Modulation (4QAM). Impact location of the 
relays and effects of different propagation environment is considered. Also, impact of AF relay in reducing the required 
SNR in case using 4QAM is presented. Results show that the best location of relays is in the center between the source 
and destination. Also, using relays reduce the SNR, which reduces the power of the transmitted signal. 
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INTRODUCTION

Many enhanced technologies of wireless networks have 
been investigated and contributed by academia and 
industry over the past few decades, relay is one of the 
most attractive technologies [1]. Transmitting independ-
ent copies of signal generates diversity may be gener-
ated by transmitting signals from different locations, 
thus allowing independently faded versions of the signal 

at the receiver. Cooperative communication enables this 
type of cooperative diversity [2]. In [3] authors derive 
closed-form expressions of the exact bit error rate com-
putation for cooperative communication systems for 
4/16 QAM modulation over additive white Gaussian 
noise (AWGN) channels and Rayleigh fading channels.
Suraweera et al., [4] derived closed-form expressions for 
the outage probability in Nakagami/Generalized-K and 
Generalized-K/Nakagami fading environments. Based on 
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the obtained formulas, new expressions for the average 
bit error probability of rectangular QAM modulations 
were also derived. Trigui et al. [5] have investigated the 
outage probability of a single relay transmitting over 
different channel condition. Also, investigated the perfe-
ormance of the system in term of BER for 4 and 16 QAM. 

This paper provides analytical formulation for the 
BER in terms of distances between source, relay and 
destination with existence of direct path. The BER simu-
lated for a different relay locations with a specifi c prop-
agation environment. Also, compare the performance 
of the system with and without employing relays and 
show how the relay enhance reduing the SNR with using 
4QAM modulation. Finally, investigating effect of dif-
ferent propagation environments on the BER of multiple 
AF relay. 

The rest of the paper is organized as follows. In Sec-
tion 2, the system model of the considered AF system is 
described. In Section 3, results and discussion are pre-
sented. Finally, Section 4 concludes the paper.

System Model  

Large-scale fading in wireless system occurs when the 
transmitted signal passes through large distances com-
pared to the wavelength and obstacles causing shadow-
ing and path loss. Infl uence of the propagation envi-
ronment in addition to the loss of signal power as a 
function to the propagation distance cause path loss, 
while shadowing is the variation of signal power as it 
is impeded by obstacles [6]. Path of the signal travels 
between the source and destination fl uctuates from Line 
of Sight (LoS) to that harshly obstructed by objects with 
Non Line of Sight (NLoS) [7]. The path loss exponent, 
, used to capture the effect of path loss with the dis-
tance is d [6]. The characteristic of different prorogation 
environments is referred to as path loss exponent value 
[8]. Lower value of  means availability of LoS, while 
larger values of  implies the existence of NLOS due to 
obstructions [7]. For example, LoS environment is rep-
resented by  = 3 and 4 while NLoS environment given 
by  = 5 [9]. Considering a system in which the signal 
transmitted from the source s to the destination d is sup-
ported by N relays. The system works in a half-duplex 
transmission mode. The transmission protocol requires 
two phases. In phase 1, the source broadcasts informa-
tion to the destination, and the information at the same 
time naturally received by the relay. The received signal 
at the i-th relay node, ysri, and the destination, ysd, are 
given by [10]: 

In phase 2, N relay nodes assist in amplifying the 
received signal and then retransmit the signal to the des-
tination node. The received signal at the destination due 
to the i-th relay transmission is: 

(1)

(2)

(3)

where Pt  is the transmit power, x is the transmitted sig-
nal and Gri the amplifi cation factor for i-th relay. The 
nsri, nsdand nrid are the additive white Gaussian noise 
(AWGN) of the source to destination link, the source 
to i-th relay link and i-th relay to the destination link, 
respectively with variance N0. The hsd, hsri and hrid are the 
channel coeffi cients modeled as a circularly symmet-
ric complex Gaussian random variable with variances 

  respectively [11]. dsd, 
dsri and drid are distances between the source and the des-
tination nodes, source to i-th relay nodes and i-th relay 
to the destination nodes, respectively. In the simulations, 
the distance between the source and the destination is 
normalized as dsd =1 km. Three cases are employed to 
simulate location of the relays: close to the source, close 
to the destination and in the center between the source 
and the destination. These three cases are investigated 
for availability of existing single and multi-relays. The 
values represent the location of the relay are assigned 
according to:

(4)

the transmission gains are:

(5)

and the amplifi cation factor of i-th relay Gri is [12]: 

where Pri is the power at the i-th relay. Let Pt = Ps = Pri 
and assume that the SNR of the source to destination 
link, the SNR of source to i-th relay link, sri , and SNR 
of the i-th relay to the destination link, rid, written in 
term of distances, as:

(6)

(7)

The total SNR at the destination when a direct path link 
exists, between source and destination, is: 

(8)

For simplicity, assume  the total SNR at the desti-
nation in Eq. 8 may be rewritten as:

(9)
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The BER for 4QAM modulationis [13]: tination with  = 4, respectively. Using 4QAM modula-
tion with AF relay will require an extra SNR to maintain 
the same BER but in all cases using relays always better 
than direct transmission. For instance, BER = 10-3 can 
be achieved at SNR ≈ 12 dB when single relay close to 
the source and SNR = 15 dB when single relay close to 
the destination. On the other hand, increasing number 
of relays will reduce the required SNR, for example, the 
same BER (10-3) can be geten at SNR ≈ 7 dB when two 
relays close to the source and SNR = 8 dB when two 
relays close to the destination. 

However, comparing the results in Figs.2 and 3 with 
that in Fig.1 reveals that the best location is at the center 
of the link between the source to the destination. The 
worst performance is when the place of the relay close to 
the destination with using 4QAM modulation. 

To study effect of different propagation environment 
on BER, path loss exponent with different values will 
considered as a function of distance. Table 1 presents 
the results for three relays when the fi rst, second and 
third relay are placed at the center with different SNR. 
Increasing the number of relays generally decreases the 
BER and further it decreases more when the relay is 
located at the center. The reason behind the reduction 
in BER is that path loss is function to distance and since 
placing relays will split the distance between source and 
the destination (dsd) into smaller distances. The BER in 
Eq.10 is function tofrom will associate with inverse rela-
tionships with . 

(10)

where erfc (x) is the complementary error function and 
M is the modulation order. In this work M = 4. 

RESULTS AND DISCUSSION 

Figure 1 illustrates infl uence location of relay on BER 
for multiple AF relays in sub-urban environment, 
 = 4, and 4QAM modulation and all relays are located 
at the center of the link between the source and the 
destination. It is obvious that increasing number of 
relays reduces the BER, compare with direct transmis-
sion, without using a relay, for SNR = 10 dB the BER is 
reduced to 7.7 × 10-5 with two relays in the center, from 
the corresponding value 8 × 10-2 which obtained with-
out employing any relays. Also, type of the modulation 
(4QAM modulation) is known of its requirement for high 
SNR to achieve small BER in direct transmission, with-
out relays. Using relay in the system amount of the SNR 
is reduced, hence the power of the transmitting signal 
will be lessened. For example, SNR is 20 dB to achieve 
BER = 10-2 in direct transmission will reduce to 2 dB in 
case using two relays to achieve the same BER. 

Fig.2 and Fig. 3 illustrate the BER for three relays 
when all located close to the source and close to the des-

Figure 1. BER versus the SNR for three cases with direct link: using a single 
relay in red, using two relays in blue, and using three relays in black when all 
are located at the center.
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Figure 2. BER versus the SNR for three cases with direct link: using a single 
relay in red, using two relays in blue, and using three relays in black when all 
are located close to the source.

Figure 3. BER versus the SNR for three cases with direct link: using a single 
relay in red, using two relays in blue, and using three relays in black when all 
are located close to the destination.

CONCLUSION 

In this paper, BER of 4QAM for multiple AF relays in 
term of location between the source -destination with 
the direct link is investigated. Comparison between direct 
transmission and with using multiple relays in different 

Table 1. The BER for three relays when dsr2 
= 0.5 at different SNR

 SNR=2dB SNR=4dB SNR=6dB
3 9×10-3 2×10-3 4×10-4

4 2×10-3 3×10-4 7×10-5

5 6×10-4 6×10-5 1×10-5
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locations the simulation results show that the best per-
formance with lowest BER value may be obtained when 
relays are placed at the center of the link between the 
source and the destination. It also studies effects of the 
path loss for different propagation environment with 
three relays. The results show that the propagation envi-
ronment has an effect on BER in which higher path loss 
exponent (i.e., harsh propagation environment) results 
in low BER if the relay exist in the system. When the 
signals propagate in NLOS environment with  is 5 and 
number of relays in the system are three, the lowest BER 
is 1 × 10-6 and decreasing more with increasing SNR. 
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ABSTRACT

A lot of traditional relational databases are still used so far in a very large number of applications. Recently, new data 
bases technologies have been developed in the need to deal with the increasing amount of complex data. Millions of 
users would do their updates and reads on web applications, in contrast to traditional DBMSs and data warehouses 
which have no ability to scale horizontally on these applications. Choosing the most appropriate NoSQL database 
would be sometimes tricky so it is important to know the features of the NoSQL database. In this survey, most popular 
NoSQL databases: Cassandra MongoDB, CouchDB, Hbase and SimpleDB are compared. This comparison allows the user 
to choose the most appropriate database, basing on application’s needs. Also, the focus is on the NoSQL models and 
their descriptions, and when they are best used. Lastly, the compared advantages and disadvantages of these data stores 
are listed to discuss selecting appropriate NoSQL database which processes huge volumes of data; and provides global 
overview of these non-relational NoSQL databases.
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INTRODUCTION

Big data is a term for data sets that are very large and 
complex which traditional data processing applications 
would not handle with them. It is related to the huge 
development of the Internet, mobile devices and cloud 
computing. Increasingly, organizations today are facing 
more and more big data challenges, including analyzing, 

capturing, searching, sharing, storing, transferring, vis-
ualizing, and querying, updating and information pri-
vacy. They have access to all the information, but they 
do not know how to get value out of it because it is in a 
semi structured or unstructured format. As a result, they 
do not even know whether to keep or there is a capabil-
ity to keep it or not [1].

Biosci. Biotech. Res. Comm. Special Issue Vol 12 No (1) February 2019
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Big data has the ability to help companies to improve 
their operations and make faster decisions. This data, 
when captured, formatted, manipulated, stored, and ana-
lyzed would help a company to obtain helpful idea to 
increase revenues, customers, and improve operations [2].

Nowadays the widely accepted interpretation defi nes 
big data as 3 V’s. The fi rst one is called Variety. Today 
data is presented in different formats which are called 
unstructured data such as texts, videos, images, sound 
and much more. The second one is Velocity that can be 
defi ned as the rate at which data is generated, such as 
around 100 terabytes of data is uploaded daily on Face-
book, YouTube users upload 48 hours of video every 
minute. And the last one is the Volume of data: tera-
bytes of data being processed daily requires very effi -
cient techniques to store and process data [3].

Figure1. below shows the big data about 80% of the 
data generated now is unstructured or semi-structured. 
The total amount of data is growing very fast [4]

Types of NoSQL Databases

Recently NoSQL database are generated by the huge 
growth of data mostly in web and mobile applications. 
If it is to be considered that social media web pages 
such as Facebook, LinkedIn and Twitter, which are deal-
ing with thousands of terabytes of data, then it must 
be noticed that besides handling huge data volume, 
those systems still have to maintain latency, meaning 
that reading and writing are supposed to be responded 
immediately [3]. As previously mentioned there are 
many NoSQL types which recently have appeared with 
different performances; therefore, they are compared in 
terms of performance and verifi ed how the performance 
are related to the database types [5]. In this Section 
thefollowing NoSQL databases: Cassandra MongoDB, 
CouchDB, Hbase and SimpleDB are compared in details.

2.1 Cassandra

Facebook continues to be the most popular and the 
largest social media site that contains thousands of 
users of the system simultaneously using tens of mil-

lions of servers that are distributed in many data centers 
around the whole world. There is always a probability 
any server and any of network components may fail at 
any given time as any software system needs to be con-
structed in a way that to deal with failures immediately 
and effi ciency. To meet those Requirements reliability 
and scalability, Facebook Company has developed new 
NoSQL Database in 2007 that called Cassandra. Cassan-
dra is the leading NoSQL database that has been devel-
oped by Facebook to solve the problem with slow Inbox 
search across millions messages, in which they had to 
deal with very large volumes of data in such a way that 
was impossible to scale with traditional method and to 
handle Facebook’s millions of users searching hits per 
day. It is an open source non-relational, column oriented 
distributed system for handling very large amounts of 
massive structured data distributed over many serv-
ers around the whole world [6], while providing highly 
available services to all users at any given time with 
no single point of failure. Also, it is used in data-heavy 
apps like Instagram, Snapchat which daily handle with 
an average of 100 million photos uploaded, and iCloud 
which stores over 40 million songs in its database 
[7, 8].

Cassandra is mainly consists of two systems: Google’s 
BigTable and Amazon’s Dynamo. Both systems meet the 
challenge of scaling, but they do it in different methods: 
BigTable uses the distributed fi le system Google already 
had, while Dynamo is based on a distributed hash table. 
Cassandra combines the data structure of Big Table, and 
the high availability of Dynamo [9].

Cassandra uses the eventual consistency model which 
is used for writing operations and has no central node. 
Data would be read from or written to any node in a 
cluster and that provides us with continuous horizontal 
scalability and has no single point of failure. Because 
Cassandra uses peer-to-peer fault-tolerance technology, 
no master/slave setup, failover. This means any node in 
the cluster would perform users query in the case of any 
failure happen, the fi gure1 below shows peer to peer 
structure [10].

Figure 1. Growing of Big Data
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As shown in the fi gure 2 a peer-to-peer structure 
means each node is corresponding to the others, and 
there are replications in the ring. If one node fails, the 
service will continue of performance. Data on the failed 
node would still be accessed. The peer-to-peer design 
also makes it easy to scale by adding new nodes. Because 
the behavior of each node is separated, in order to add a 
new server, it is simply need to add it to the cluster [8].

2.1.1 Cassandra API

Cassandra API consists of the following three simple 
methods:

Inser(table,key,rowMutation)
Get (table,key,columnName)
Delete(table,key,columnName)

The column Name can refer to a specifi c column within 
a column family, a column family, a super column fam-
ily, or a column within a super column [11].

2.1.2 Facebook Inbox Search

One of the popular applications of Cassandra is Face-
book Inbox Search problem, the inbox search system 
needs to handle a very high speed writing, billions of 
writings per day and is also required to scale to a very 
large amount of users. To keep search, data has to be 
replicated to all data centers which are used by differ-

ent users distributed at different geographic areas. It is 
noticed that there are very powerful and restricted oper-
ational requirements on Facebook’s platform in terms of 

Figure 2. Peer-to-peer Structure

Table 1. Describe some production measured 
numbers are showed for their performance.

Latency State Search Term Search
Interactions

Min 7.69ms 7.78ms

Median 15.69ms 18.27ms

Max 26.13ms 44.41ms

performance, reliability and effi ciency, and to keep up 
the continuous infi nite growth the platform used needs 
to be highly scalable that dealing with failures in an 
very effi cient way[11].

For each of these super columns the individuals are 
the columns. In order to make the searches, fast Cas-
sandra provides certain hits for intelligent caching of 
data; for instance, when a user clicks into the search 
bar an asynchronous message is sent to the Cassandra 
cluster to prime the buffer cache with that user’s index. 
This way when the actual search query is executed, the 
search results are likely to already be in memory. The 
system currently stores about 50+TB of data on a 150 
node cluster, which is spread out between on different 
data centers [12].

As shown the table1 above Cassandra can support 
a very high update throughput while delivering low 
latency [12].

2.1.3 Cassandra Characteristics

The schema of Cassandra is very fl exible and does not 
require any database schema design as well as adding 
and deleting fi elds are very convenient. And it is Sup-
ports range queries and the scalability is very high such 
that a single point of failure does not affect the all clus-
ter and it supports linear expansion [13].

Table 2. below shows how Cassandra Differ from a Relational Database

Relational Database Cassandra
Handles moderate incoming data velocity Handles high incoming data velocity

Data arriving from one/few locations Data arriving from many locations

Manages primarily structured data Manages all types of data

Supports complex/nested transactions Supports simple transactions

Single points of failure with failover No single points of failure; constant uptime

Supports moderate data volumes Supports very high data volumes

Centralized deployments Decentralized deployments

Data written in mostly one location Data written in many locations

Supports read scalability (with consistency sacrifi ces)

Deployed in vertical scale up fashion Deployed in horizontal scale out fashion



Musbah J. Aqel et al.

20 A COMPARATIVE STUDY OF NOSQL DATABASES BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS

2.1.4 Cassandra Data Model:

Key-value data model means each value corre-
sponds to a Key [14].

Column-oriented: column-store systems completely 
vertically partition a database into a collection of 
individual columns that are stored separately. By 
storing each column separately on disk, these col-
umn-based systems enable queries to read just the 
attributes they need, rather than read all rows from 
disk and discard unneeded attributes once they are 
in memory [15].

Document: document database and Key-value is 
very similar in structure, but the Value of docu-
ment database is semantic, and is stored in JSON 
or XML format [14].

2.1.5 Security Issues in Cassandra

All passwords in Cassandra are encrypted using of MD5 
hash function so that the passwords are very weak. If 
any malicious user can attack client authorization, user 
can extract the data because there is no authorization 
mechanism in internode message exchange. Cassandra 
is potential for denial of service attack because it per-
forms one thread per one client and it does not support 
inline auditing [16]. In order to avoid this, the appli-
cation must encrypt any sensitive information before 
writing it to the database. Also, operating-system level 
mechanisms should be used to prevent access to the fi les 
by unauthorized users [9].

Cassandra uses a query language called Cassandra 
Query Language (CQL), which is something like SQL. The 

Table 3. Below Show the Different Measurements for Each Data Model.

Data Model Performance Scalability Flexibility Complexity Functionality

Key-Value Store High High High None None

Column High High Moderate Low Minimal

Document High High High Low Low

Oriented Store

authors show that injection attack is possible on Cas-
sandra like SQL injection using CQL. Cassandra also has 
problem in managing inactive connection [16].

Cassandra uses a query language called Cassandra 
Query Language (CQL), which is something like SQL. The 
authors show that injection attack is possible on Cas-
sandra like SQL injection using CQL. Cassandra also has 
problem in managing inactive connection [16].

2.2 Mongo DB

Mongo DB is an open-source document-oriented data-
base written in C++ that uses JSON, which is used in a 
schema that require less data model. MongoDB’s mainly 
provides horizontal scalability by using the automatic 
sharing. Replication is also supported using locks and 
the asynchronous master-slave model which means 
writing operations are only processed by the master 
node and reading operations can be made from both the 
master node and from one of the slave nodes. Writings 
are distributed to the slave nodes by reading from the 
master’s operation log. Clients of database have the abil-
ity to select which kind of consistency models they wish, 
by defi ning whether reading from secondary nodes are 
allowed and from how many nodes the confi rmation 
must be obtained [17].

In Mongo DB, document manipulation is a strong 
focus, also the database provides different frameworks 
and ways of interacting with documents. These can be 

queried, sorted, projected, iterated with cursors, and 
aggregated, among other operations. The changes to a 
document are guaranteed to be atomic. Indexing can 
be used on one or several fi elds (implemented using 
B-trees), with the possibility of using two-dimensional 
spatial indexes for geometry-based data. There are many 
different programming interfaces supported by Mon-
goDB, with most popular programming languages hav-
ing native bindings [17].

2.2.1 Mongo DB Features

MongoDB stores data in JSON documents. JSON pro-
vides a rich data model that maps to native program-
ming language types, and the dynamic schema makes 
it easier to develop your data model than with a system 
that enforces specifi c schemas such as a RDBMS [13].

Power: MongoDB provides a lot of the features of a 
traditional RDBMS such as secondary indexes, dynamic 
queries, sorting, rich updates, and easy aggregation. 
This gives more functions that you are used to from an 
RDBMS, with the fl exibility and scaling capability that 
the non-relational model allows [13].

Ease of use: MongoDB is very easy to install, confi g-
ure, maintain, and use. Because it provides few confi gu-
ration options [8]. This means you can begin right into 
developing the application, instead of spending a lot of 
time to search and try to make database confi gurations 
[13].
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MongoDB can do very strong consistency by using 
two parameters: fi rst set to read only from the mas-
ter, meaning that only one node will be accessed for 
read. Another way is to set “write” parameter to “replica 
acknowledged”, which ensures that write is successfully 
completed on all the nodes. These techniques actually 
force the data store to the synchronous replication and 
therefore decrease the performance [3].

2.2.2 MongoDB Architecture

A MongoDB cluster is different from a Cassandra cluster. 
The most noticeable difference is the lack of Homology: 
not each node in a MongoDB cluster is the same [9].

2.2.3 Security Issues in MongoDB:

All data in MongoDB is stored as plain text and there 
is no encryption mechanism to encrypt data fi les. This 
means that any malicious user with access to the fi le 
system can extract the information from the fi les. It uses 
SSL with X.509 certifi cates for secure communication 
between user and MongoDB cluster and intra-cluster 
authentication but it does not support authentication 
and authorization when running in Sharded mode. The 
passwords are encrypted by MD5 hash algorithm and 
MD5 algorithm is not a very secure algorithm. Since 
mongo uses Javascript as an internal scripting language, 
authors in show that MongoDb is potential for scripting 
injection attack [16].

2.3 SimpleDB

Amazon’sSimpleDB is a Web service that provides basic 
database functions of information indexing and query-
ing in the cloud[18], SimpleDB has been published in 
2007. As the name indicates its model is very simple, 
it has collection of simple operations such as Select, 
Delete, GetAttributes, and PutAttributes on documents. 
SimpleDB is simpler than other document stores, as well 
as it does not allow nested documents. Also it is support 
eventual consistency. Like most of the other systems, it 
does asynchronous replication. Unlike key-value data 
stores, and like the other document stores, SimpleDB 
supports more than one grouping in one database: doc-
uments are put into domains, which support multiple 
indexes. You can simply put domains and their meta-
data. Select operations are on one domain, and specify 

a conjunction of constraints on attributes, simply in the 
form of [19].

select<attributes> from <domain> where
<list of attribute value constraints>

SimpleDB is appropriate option for quick setup without 
any administration effort. However, the NoSQL model 
is main problem to applications already developed with 
relational databases. To adjust a relational-based appli-
cation to a cloud platform may increase in a large main-
tenance effort. In order to decrease a situation like that, It 
is suggested to use an access layer that makes the trans-
lation of SQL requests to the SimpleDB API and returns 
data in a relational format. It is called SimpleSQL. In this 
fi rst version, the basic layer is only able to perform the 
four traditional operations: INSERT, UPDATE, DELETE 
and SELECT, while SimpleSQL provides more details 
about its functionality and implementation. SimpleSQL 
is developed by Microsoft .NET Framework version 3.5, 
using C# as programming language. Figure 3 shows the 
layer architecture, which highlights the three steps of an 
SQL command processing [20].

SimpleDB does not automatically distribute data over 
servers. Some horizontal scaling can be achieve by read-
ing any of the portions, if you Application don’t effect 
by having the latest version. Writes do not scale, how-
ever, because they must go asynchronously to all copies 
of a domain. If customers want better scaling, they must 
do so manually by sharing themselves [19].

SimpleDB has currently constraints, some of which 
are quite limiting: a 10 GB maximum domain size, a 
limit of 100 active domains, a 5 second limit on queries, 
and so on. Amazon does not license SimpleDB source or 
binary code to run on your own servers [19].

2.3.1 Processing and Return in SimpleDB

When the user identify the command, SimpleSQL trans-
late it to a SimpleDB that is called REST method. All 
the commands begin with the identifi cation of the target 
SimpleDB domain from the target table, extracted from 
the command. DELETE and UPDATE commands return 
the number of affected items. INSERT returns the result 
of the operation (success or fail) and SELECT returns 
the data in a table structure using .NET class Data 
Table [20].

Figure 3. Layer architecture
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2.4 CouchDB

CouchDB currently is one of the most popular NoSQL 
databases .The fl exible document structure makes it 
ideal for using, fault-tolerant database, which supports 
data formats such as ISON and AtomPub, it provides 
REST-style API. CouchDB comply with ACID proper-
ties to ensure the consistency of data. Also, CouchDB 
provides a P2P-based distributed database solution that 
supports bidirectional replication. However, it also has 
some limitations, such as only providing an interface 
based on HTTP REST, concurrent read and write perfor-
mance is not ideal and so on [14].

CouchDB is not only a NoSQL database, but it is also 
a web server for applications developed in JavaScript. 
some of feauters of using CouchDB as a web server is 
that applications in CouchDB can be deployed by simply 
putting them into the database and that the applications 
can directly access the database without any overhead 
of a query protocol [21].

CouchDB is a schema-less database which is called 
“document storage”. Each document is store in JSON, 
which is a human-readable markup language similar 
to XML, but requiring much less overhead[22], Also 
CouchDB provides durability when the system down. All 
updates will be deleted to disk on commit, by writing to 
the end of a fi le. By default, it fl ushes to disk after every 
document update. Together with the MVCC mechanism, 
CouchDB’s durability also provides ACID semantics at 
the document level. Clients call CouchDB through a 
RESTful interface [19].

2.5 HBase

HBase is an open source project, written in Java and 
developed by the Apache software foundation. It is an 
open source implementation. HBase works with Apache’s 
Hadoop Distributed File System (HDFS) as basic data 
storage and it is considered as column-oriented. HBase 
is a good option for high performance real time queries 
of very huge amounts of distributed data [23].

In HBase, data is stored in the form of HBase tables 
(HTable) that are multidimensional sorted maps. The 
index of the map is the row’s key, column’s name, and 
a timestamp. Columns are grouped into column fami-
lies. Column families must be created before data can 
be stored under any column key in that family. Data is 
maintained in order by row key. Finally, each column 
can have multiple versions of the same data indexed 
by their timestamp. A read or write operation is per-
formed on a row using the row-key and one or more 
column-keys. Update operations on a single row are 
atomic. Any update performed is immediately visible to 
any read operation. HBase exports a non-blocking key-
value interface on the data: put, get, delete, and scan 

operations. HBase closely matches the scale-out proper-
ties assumed for NoSQL databases [24].

2.5.1 Security Issues in HBase

The Security in HBase depends on SSH for inter-node 
communication, which supports user authentication by 
the use of SASL (Simple Authentication and Security 
Layer) with Kerberos. As well as it supports authoriza-
tion by ACL (Access Control List) [16].

 Different performance in Read, Write and delete in 
MongoDB, Cassandra and CouchDB

In this section, Evaluation some of NoSQL data-
bases categories with a matrix on basis of few attributes 
design, integrity, indexing, distribution, system have 
been presented. See table 4 [25].

3.1 Compared between MongoDB, CouchDB, and 

Cassandra in Read Operation

First experiment compares the time taken to read values 
corresponding to given keys from the cluster. The below 
table summarizes the results. In the tables, the number 
of operations refers to the number of times a given oper-
ation (such as read) is executed in the test [26].

Table 4. Shows the Time for Reading

Number of 
Opertions 10 50 1000 10000 100000

MongoDB 8 14 138 1085 10201

CouchDB 23 101 1819 19508 176098

Cassandra 115 230 2385 19758 228096

Sorted by read performance the list of databases: 
is MongoDB, CouchDB, and Cassandra. Of these, Cas-
sandra is column-family databases; and MongoDB, 
and CouchDB are documents-oriented databases. It is 
observed there is no correlation between the data model 
and performance. As well as the read performance of 
MongoDB is better than CouchDB and Cassandra [26].

3.2 Compared between MongoDB, CouchDB, and 

Cassandra in Writing Operation

Second experiment measures the time taken to write key 
value pairs to the bucket. If the key-value pair already 
exists in the bucket, this amounts to updating the exist-
ing value [26].

Table 5. Below Summarizes the Results in Writing Operations

Number of 
Opertions 10 50 100 1000 10000 100000

Mongo DB 61 75 84 387 2693 23354

Couch DB 90 374 616 6211 67216 932038

Cassandra 117 160 212 1200 9801 88197
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Sorted by write performance we have the list of data-
bases: MongoDB, Cassandra, and CouchDB. The write 
performance of CouchDB is worse than Cassandra and 
MongoDB.

3.3 Compared between MongoDB, CouchDB, and 

Cassandra in Delete Operation

The last experiment measures the time taken to delete 
key-value pairs from the bucket [26].

Sorted by delete performance the list of databases is: 
MongoDB, Cassandra, CouchDB. The delete performance 

Table 6. Shows the Time for Deleting and Summarizes the Result

Number of Opertions 10 50 100 1000 10000 100000

Mongo DB 4 15 29 235 2115 18688

Couch DB 71 260 597 5945 67952 705684

Cassandra 33 95 130 1061 9230 83694

of MongoDB is better than Couchbase and Cassandra 
[26].

4. Different Criteria for Comparison between NoSQL 

Databases SimpleDB, CouchDB, Cassandra and HBase:

4.1 Comparison between NoSQL Databases in in Terms 

of Design Side:

The following table7 shows some of Nosql criteria for 
comparison such as classifi cation , Protocol, License, 
Storage Type and Query Method used for each NOSQL 
Databases and Fault Tolerance.

Table 7.

Simple DB CouchDB MongoDB Cassandra Hbase
Nosql 
classifi cation

Document 
Oriented [21].

Document Oriented 
(JSON) [21].

Document Oriented 
(BSON) [27].

Column Database[27]. Column Database 
[27]

Protocol TCP/IP[21]. HTTP/REST[21] TCP/IP[21] TCP/IP[21]. HTTP/REST[21].

License **** Apache[25] AGPL (Drivers: Apache) Apache[25]. Apache

Storage Type Document [21]. Document[21] Document[21] Columns[21]. Columns[21].

Data Storage S3 (Simple Storage 
Solution) [21].

Disk [21]. Disk [21]. Disk[21]. Hadoop[21] .

Query Method String based query Map/Reduce [21]. Map/Reduce [21]. Map/Reduce[21] Map/Reduce[21]

Fault 
Tolerance

**** **** No single point of 
failure with peer to peer 
architecture.[27]

No single point of failure with 
sharding approach as we can 
confi gure multiple mongos 
instances. Single point 
of failure in master slave 
approach. [27]

Single point of 
failure in master 
slave approach. 
Can be overcome 
by failover 
clustering.[27]

4.2 Comparision between NoSQL Databases in in terms of System and Characteristics and Architecture side:

Table 8. shows the Architecture, Characteristics, programming language written in, Operating system used for each 
NOSQL Databases and maximum size.

Simple DB Couch DB Mongo DB Cassandra Hbase
Written In Erlang [21]. Erlang [21]. C++ [21] Java [21] Java [21]

Operating Linux Mac OS Linux Mac OS Linux Mac OS Linux Mac OS Linux Mac OS

System Windows [21]. Windows [21]. Windows [21]. Windows [21]. X

Value size max **** 20 MB[25] 16 MB [25] 2 GB [25] 2 TB [25]

Characteristics High Available High Consistency High Consistency

And Scalable [29]. Availability Partition Availability Partition

Partition Tolerance Partition Tolerance

Tolerance Persistence [29]. Tolerance Persistence [29].

Persistence [29]. Persistence [29].

Architecture *** *** 1. master slave Peer to peer Master Slave

2. peer to peer via 
sharding [27]

architecture 
Model [27].

architecture 
Model [27].
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4.3 Comparison between NoSQL Databases (MongoDB, Cassandra, Hbase) in Read and Write Operations:

Table 9. Shows how database is written and read through Mongo DB, -Cassandra, Hbase:

Mongo DB Cassandra Hbase
Writes Fast when data is in RAM[27]. Very fast writes [27]. Writes slower [27].

Reads performance In a master/slave setup, any changes 
are written to the master and then 
passed on to slaves. This model is 
optimized for reading data, as it 
allows data to be read from any slave. 
In sharding reads depend on eventual/
strict consistency Level [27].

Performance based 
on consistency 
level (decreases in 
performance with 
increase in consistency 
level) and replication 
Factor [27].

Follows strict consistency 
model and are optimized 
for reads. Very fast reads 
in Hbase with Hadoop 
support [27].

4.4 Comparison between NoSQL Databases (MongoDB, Cassandra, Hbase) in Terms of System Integrity:

Table 10. Shows how each NOSQL Database differs in terms of (Atomicity, consistency, isolation, durability, integrity 
Model, Replication model Concurrency Control, Transactions and Replication)

Simple DB Couch DB Mongo DB Cassandra Hbase
Atomicity ******* Yes [25]. Conditional [25]. Yes [25]. Yes [25].

Consistency NO[28] Yes [25]. Yes [25]. Yes [25]. Yes [25].

Isolation **** Yes [25]. No [25]. Yes [25]. Yes [25].

Durability Yes [25]. Yes [30]. Yes [30]. Yes [30].

Integrity Model ***** MVCC [25]. BASE [25]. BASE [25]. Log Replication 
[25].

Replication Master Slave Master Slave MultiMaster Master Slave

Model Replication Replica Replication Replication [2] Replication

Concurrency 
Control

None [21]. MVCC (Multi Version 
Concurrency Control) [21].

Locks (Instant 
update) [21]

MVCC (Multi Version 
Concurrency Control)[21].

Locks [21].

Transactions No[21]. No [21]. No [21] . Local [21]. Local [21].

Replication Asynchrono 
us [21].

Asynchronous [21]. Asynchronous [21]. Asynchron ous [21] Asynchronous 
[21]

4.5 Comparison between NoSQL Databases (MongoDB, Cassandra, Hbase) in 

where to use and the best use for each NOSQL Database:

The following table11 shows the best used and the area 
of use for each type of DB Types:

Table 11.

Simple DB Couch DB Mongo DB Cassandra Hbase
Best used For a large number 

of concurrent access 
[28] 

For accumulating 
occasionally 
changing data, on 
which predefi ned 
queries are to be 
run. Places where 
vwerioning is 
important [25].

If you need dynamic 
queries. If you prefer to 
defi ne indexes, not map/
reduce functions. If you 
need good performance 
on big DB. If you wanted 
CouchDB but your  data 
changes too much, fi lling 
up disks [25]

When you need to 
store data so huge 
that it doesn’t fi t 
on server, but still 
want a friendly 
familiar interface to 
it [25].

Hadoop is 
probably still the 
best way to run 
Map/Reduce jobs 
on huge datasets. 
Best if you use 
the Hadoop/HDFS 
stack already [25].

Area of use Amazon company 
[28]

**** CMS System, Comment 
Stroage [2]

Banking, Finance, 
logging [2].

****

Main points 
to use 

Good option for fast 
setup without any a 
administration effort 
[20] 

DB consistency ease 
of use [25].

JSON document store 
[25]

Store huge datasets 
in almost SQL [25].

Billions of rows 
X millions of 
columns [25].
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4.6 Comparison between NoSQL databases (MongoDB, Cassandra, Hbase) in terms of Security:

Table 12. Below presents the security issues between each of NoSQL Databases types: 

Assessment Criteria Mongo DB Cassandra Couch DB H Base Simple DB
Authentication Medium [29]. Low [29]. Medium[29] Medium [29].

Access Control High [29]. Low [29]. Low [29]. Medium [29].

Secure Confi guration Medium [29]. Low [29]. Low [29]. Low [29].

Data Encryption Medium [29]. Medium [29]. Medium [29]. Low [29].

Auditing Low [29]. Low [29]. Medium [29]. Medium [29].

Value means.
High: Provides complete support of required fea-
tures needed to secure data
Medium: Provides a limited set of security feature 
only and it is advisable to implement missing fea-
tures
Low: Offers very basic security features or no 
security at all

CONCLUSION

Basically, the comparison shows NoSQL databases 
would not replace relational databases, but instead it 
will become a better option for specifi c types of projects. 
And no one of these NoSQL databases is best for all use 
cases. A user’s prioritization of features will be different 
depending on the application, as well as the type of scal-
ability and availability required. This survey may help 
the user to choose the most appropriate data store based 
on the use case, and some examples of applications that 
fi t well with the different data store categories. And, a 
storage NoSQL. As overall results in terms of optimi-
zation, NoSQL databases can be divided into two cat-
egories the databases optimized for reads and the data-
bases optimized for updates. Thus, MongoDB optimized 
to perform read operations and high availability in an 
unreliable environment, while Colum Family databases, 
such as Cassandra and HBase have a better performance 
during execution of updates, but delivering low latency. 
Also, CouchDB has some limitations, such as only pro-
viding an interface based on HTTP REST. Concurrent 
read and write performance is not ideal.
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INTRODUCTION

In a dynamically changing economic environment, 
many of today’s business success factors have dimin-
ished in importance and the current development trends 
are focused on customer service in logistics manage-
ment. The shift in interest from quality improvement, 
price reduction, or territorial product availability to 
the precise defi nition of the factors which decide about 
customer’s professional logistic service management is 

highlighted today by Chen et al. [1], Christopher [2], 
Coyle et al. [3], Kempny [4], Nowosielski [5], Skowron-
Grabowska [6]. The literature studies, reports or results 
of research concerning the area of management of 
logistics customer service in organizational structures of 
transport companies seem to be rare as in Polish as for-
eign publications. The article is an attempt to respond to 
an identifi ed gap in the subject.

The aim of the paper is to present the fi eld of logistic 
customer service management in organizational struc-
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tures of transportation enterprises in the light of the 
research results. The setting in organizational structures 
of business entities, the diversity of dependability and 
functions on the basement of the accomplished inves-
tigation, along with the size of the examined transport 
enterprises as a cognitive factor of the assortment of 
logistics customer service management are designated. 
The paper is realized on the basement of the fi ndings of 
the investigation accomplished on a sample of 147 com-
mercial cargo motor transport enterprises situated in the 
Silesian Voivodeship in Southern Poland. 

2. Literature Review

The logistic concept as a modern business paradigm 
[7-11] focuses on satisfying the needs and expectations 
of the customer [12] through proper service which deter-
mines the company’s numerous benefi ts: improvement of 
profi tability, acceleration of development, and increase 
of competitiveness. Customer service is the essence of 
logistic activities and processes [13-18] which in current 
standards of cooperation with the environment, points 
to the need to direct the enterprise’s logistics to increase 
customer satisfaction [19-20].

Customer service in logistics management can be 
analyzed in one of respective regards. Frequently logis-
tic customer service is perceived as an activity, as every-
thing that the enterprise offers. Correspondingly logistic 
customer service management may be examined as a 
evaluation of performance or philosophy. 

The wide-ranging description of the term of logistics 
customer service should stabilize essentials from all three 
confi gurations [21]. Primary, the company should assume 
on the whole the orientation to the customers philosophy 
[22]. In other words the management must order capabili-
ties to recognize and meet customers’ requirements [23-
27]. In view of the fact that it is complicated to determine 
performance beside a management philosophy, another 
assignment is to identify particular measures for assessing 
performance [28-29]. The subsequent analysis categorizes 
a number of detailed measures and their qualifi ed sig-
nifi cance. On the other hand, the designation of logistic 
customer service measures does not mean simultaneously 
satisfaction of customers’ needs. The last duty is to ascer-
tain a development to achieve and determine logistic cus-
tomer service activities.

Another example of the term defi nition is proposed 
by Ballou [13], who determines customer service in 
logistics as many logistical operations coupled with cus-
tomer satisfaction when purchasing a product or service. 
Then logistic customer service is focused on enabling 
customers to purchase the product at the right time and 
place, and the measure of that service is the ability to 
perform the contract of the current reserves [4, 30, 31].

In relation to the discussed problem, it is worh refer-
ring to the results of the research by authors from Polish 
and abroad approached below, where the area of logis-
tics customer service is identifi ed with logistics and its 
references to the location in organizational structures 
of the analyzed enterprises, performed functions or 
employment [32-34]. 

The survey conducted annually by the Council of 
Logistics Management in years 1993-1999 aimed at the 
isolation of enterprises whose organization of logistics 
may be assigned to one of the three degrees of centrali-
zation. In the enterprises characterized by the highest 
degree, i.e. full centralization, there were also included 
the tasks of logistics customer service in this area. These 
enterprises amounted to 29% (the sample of 171 entities) 
in 1993 and 33% (the sample of 234 entities) in 1999. 
Frequently, the tasks of handling orders themselves were 
regarded separately from other tasks of logistics cus-
tomer service in 31% of enterprises in 1993 and in 23% 
of companies in 1999 [35].

The research concerning the assignment of tasks per-
formed by the company to the “logistics” organizational 
unit was also conducted among 279 enterprises in Europe, 
Asia and the USA by Baumgarten and Herter [36]. The 
area of logistics customer service was split into two sepa-
rate tasks: processing orders, performed by 63% of entities 
and customer service, performed by 47%of enterprises. 

According to Langford [37] functional, multilevel (hier-
archical) organizational structures of enterprises become 
irrelevant also in terms of logistics and logistics customer 
service. In opinion of Kisperska-Moron [38] the course of 
evolution of organizational structures there have occurred 
matrix organizations and then completely fl at organiza-
tional forms – dynamic network organizations – and they 
are the ones to implement the prospective logistics con-
cepts and customer service globally and regionally. 

The confi rmation of the above opinion is the results of 
the research of the area of logistics conducted on a sample 
of 145 transport companies in the area of France and Great 
Britain by Sowe and Morel [39]. The authors of the research 
located 12% of horizontal organizations, based entirely 
on exchange of information in real time, fully applying 
modern information technologies [40] and the concept of 
demand-driven logistics [41]. A particular position is also 
held in here by the area of logistics customer service, per-
forming both headquarters and operational functions by 
the staff of the operational and executive level. 

In the opinion of Skowronek and Sarjusz-Wolski [42], 
when looking at the functioning of logistics processes in 
Polish enterprises through the prism of western experi-
ences it can be concluded that they are at the beginning 
of their way leading to logistics treatment of the pro-
cesses of fl ow of materials. Formalized organizational 
structures, applied solutions as well as the awareness of 
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managers should be subjected to reorientation towards 
the complex approach to logistics processes in the com-
pany [43]. 

3. Methodological Basis of Research

The paper is predicated on the results of the research 
introduced below, realized on a sample of 147 commer-
cial cargo motor transport enterprises situated in the 
Silesian Voivodeship in Southern Poland.

With regard to recognition of the subjected sphere 
of logistics customer service, which was in attendance 
within the examined enterprises, the assessments of such 
a service were realized on the basement of the inquiry 
questionnaire [44,45] used in the investigation, intended 
for the representatives of the examined companies. The 
practiced comprehensible method was the investigation 
in the framework of which there was classifi ed the tech-
nique to acquire crucial information.

A sample of 147 correctly assigned questionnaire 
forms of 147 commercial cargo motor transport enter-
prises from the Silesian Voivodeship formed the ade-
quate representation of the principality tested. 

On the basis of the collected primary data, there has 
been made an attempt to examine the dependence of 
the range of logistics customer service, occurring in the 
surveyed cargo transport companies for hire or reward 
of the Silesian Voivodeship, on the size of these entities. 
For this purpose, to analyze the primary data in terms 
of the indicated subject matter, there have been used 
statistical measures such as [46]: 

1. Pearson’s correlation coeffi cient:

3. ² with Yates correction:

(1)

where:
x, y – single samples indexed with i,j
nij – sample size;

2. 2test of independence:

(2)

where:
2 – chi-squared dependence coeffi cient,
r – number of class intervals,
p – probability that the attribute adopts the value 
belonging to the ith class interval,
np – the number of units that should be included 
in the ith class interval, with the assumption that 
the attribute has a distribution compliant with the 
hypothesis;

(3)

where:
a, b, c, d – values corresponding to the frequency of 
individual fi elds of the four-fold table;
4. -Yule coeffi cient:

(4)

5. Czuprow’s convergence coeffi cient: 

(5)

where:
T - Czuprow’s convergence coeffi cient,
r – number of rows,
s – number of columns;

6. Q – Kendall’s coeffi cient :

(6)

Below, there are presented the results of the conducted 
analysis. 

4. The Size of the Surveyed Transport Companies as a 

Determinant of a Range of Logistics Customer Service

The problem beginning the exploration of the concep-
tion of logistic customer service management in the 
examined enterprises was its isolation in organizational 
structures of the companies. From among 147 com-
mercial cargo motor transport enterprises located in the 
Silesian Voivodeship just 7 entities (4.76%) confi rmed 
the isolation of the unit being in charge of logistic ser-
vice of their customers in their organizational structures.

The research carried out on the basis of the distribu-
tion of the obtained responses, included in Table 1, indi-
cated statistically signifi cant relationship between the 
size of enterprises and willingness to isolate the units 
dealing with logistics customer service. On the one hand, 
this is usually associated with more complex organiza-
tional structures in larger enterprises and, on the other, 
with the capabilities of their staff. This relationship, in 
spite of being strong – 0.696 – is at the indicated level 
mainly due to lack of willingness on the side of small 
enterprises. 

The next two questions were directed to those 7 
respondents who, as answer to the question 1, affi rmed 
the isolation of the unit being in charge of logistic cus-
tomer service in their structures. In question 2, there was 
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considered the matter of the functions allocated to the 
structured organizational form, due to the elements of 
logistic customer service. From among every one the 
achieved answers, the preponderance of companies - 
63.66% (which is 7 companies having the unit responsi-
ble for logistic customer service in their organizational 
structures), specifi ed the achievement of service func-
tions which maintain other functional spheres through 
this structured arrangement of management of logistic 
customer service. Cross-cutting functions, i.e. organ-
izing logistics operations, were achieved by the units 
being in charge of logistic customer service in 3 com-
panies, while process functions which join together all 
logistic processes were pointed out only by one respond-
ent (9.1%). 

In Table 2, there is indicated the issue of the functions 
assigned to the structured organizational form, perform-
ing tasks of logistics customer service. In practice, only 
5% of the surveyed companies possessed the unit deal-
ing with logistics customer service. Nearly 2/3 of them 
performed service functions and 27.3% - cross-cutting 
functions. Only one company indicated the performance 
of process functions, integrating logistics processes and, 
therefore, assigning the most extensive range of func-
tions to the unit dealing with this service.

The assessment of the settlements derived from the 
responses for the second question is next number of 

the investigation tool, relating to the staff engaged in 
the unit being in charge of logistic customer service in 
the inquired companies. The defi ciency or occurrence 
of the employed in the levels: operational, executive, 
management board may certainly guide to two kinds 
of endings: the idea of management of logistic cus-
tomer service is weakly, satisfactorily or appropriately 
seen in companies; the approved organizational com-
pound specify the level of development of this concep-
tion. From the acquired answers, such a the great part as 
50% (all 7 companies having the unit being in charge of 
logistic customer service in their organizational struc-
tures), pointed out to the engagement of the employees 
of the operational level in this prearranged appearance 
of management of logistic customer service. The staff 
of the executive level were engaged in the units being 
in charge of logistic customer service in 5 companies 
(35.7%), while the board members - in 2 entities (14.3%).

From the point of view of employment, in the unit 
dealing with logistics customer service, indicated in 
Table 3, in fi fty percent of the cases, the service in the 
indicated unit was dealt with by the staff of the oper-
ational level. In large enterprises, there were also the 
cases of involvement of the activity of the board mem-
bers since the lack or the presence of the staff of the 
levels: operational, executive, management board may 
lead to twofold conclusions: the concept of manage-
ment of logistics customer service is poorly, suffi ciently 
or appropriately perceived in enterprises; the adopted 
organizational solutions indicate the level of advance-
ment of this concept in general. 

Next inquiry was directed to those 140 questioners 
who, in reply to the fi rst issue, did not affi rm having of 
the unit being in charge of logistic customer service in 
their organizational structures. In response to the ques-
tion 4, the questioners choose one of the preferences of 
the answers. 

In question 4 of the investigation tool, the companies 
in which there was not the prearranged appearance of 
management of logistic customer service were inquired 
if the activities, processes and/or decisions of logistic 

Table 1. Isolation of the unit dealing with logistics 
customer service in organizational structures of the 
surveyed  companies  by the size of enterprises

Has there been isolated the 
unit dealing with logistics 
customer service in the 
organizational structure of 
the company?

Type of the company

micro small medium large

yes 0 0 4 3

no 112 24 4 0

Source: own study.

Table 2. Function of the unit  dealing with logistics 
customer service i by the size of enterprises

If isolated, what functions 
does the unit dealing with 
logistics customer service 
perform?

Type of the company

micro small medium large

service (supporting other 
functional areas) 0 0 4 3

cross-cutting (coordinating 
logistics activities) 0 0 1 2

process (integrating logistics 
processes) 0 0 0 1

Source: own study.

Table 3. The staff employed in the unit  dealing with 
logistics customer service  by the size of enterprises

If isolated, who does the 
unit dealing with logistics 
customer service employ? 

Type of the company

micro small medium large

the staff of the 
operational level 0 0 4 3

the staff of the executive 
level 0 0 3 2

board members 0 0 0 2

Source: own study.
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service were supposed by the questioners as the ones 
regarding the activity of the examined enterprises and 
whether they run in centralized/concentrated or decen-
tralized/dispersed relations. From among 140 enter-
prises, only 3 of them (2.1%) confi rmed the requirement 
of reference of the activities, processes and/or decisions 
of logistic customer service to the business performance. 

The data illustrated in Table 4 refer to the inquiry 
of representatives of enterprises, in which there was 
no structured form of management of logistics cus-
tomer service, whether the activities, processes and/
or decisions of logistics service were regarded by the 
respondents as the ones concerning the activity of the 
surveyed entities and if so, whether they took place in 
centralized/ concentrated connections or decentralized/
dispersed ones. In the activity of cargo transport compa-
nies for hire or reward of the Silesian Voivodeship in the 
fi eld of activities, processes and/or decisions of logistics 
customer service, there is observed signifi cant decen-
tralization. As much as 72.1% of the total number of 
enterprises and 94.1% of microenterprises indicated the 
decentralization of activities/processes and/or decisions 
benefi cial for the rapidity of their implementation and 
mobility of enterprises and effi ciency of management of 
the area of logistics customer service. On the other hand, 
it is surprising that 79.2% of small enterprises indicated 
the decentralization of decisions. As far as, in the case 
of microenterprises, a certain share of central decisions 
is unavoidable due to sole proprietorship, the result for 
small enterprises suggests rather a wrong approach to 
enterprise management. 

The study of the relationship between the indicated 
characteristics was carried out using measures: 2, 
-Youle’s and Q–Kendall’s. The relationship was found 
statistically important (2 = 53.75) and rather clear ( = 
0,434). After appropriate data aggregation the Q coef-
fi cient = - 0.886 allowed to indicate the fact that small 
and medium enterprises are characterized by signifi -

cantly greater centralization of activities, processes and/
or decisions of logistics customer service compared to 
microenterprises. 

CONCLUSION

Central to the implementation of logistics customer service 
[47, 48] is the pattern of organization adopted. A concern 
with organization requires a concern for the functions of 
the organization, the activities involved in performing that 
function, and a series of operating rules to determine spe-
cifi c system responses to the situations [49]. 

Mostly enterprises’ organization chart fi nds the 
responsibility for the management of the elements of 
logistics customer service that have been identifi ed 
spread over several functions. What is rarely encoun-
tered is the situation where responsibility for the ele-
ments of logistics customer service come under an indi-
vidual manager or department at the corporate planning 
level. 

Many uncertainties of the enterprises’ managers are 
around the question of whether customer logistics ser-
vice should fi ll a line or a staff function in the total 
organization structure. Due the results of the research 
indicated in the paper, the uncertainties are irrelevant 
as logistics customer service needs to fi ll all the func-
tions. However, there is no doubt that initially the staff 
role is easier to introduce to a company because it does 
not require any substantial reassignments of people or 
re-allocation of lines of authority. 

Within the enterprises decisions involving logistics 
customer service area are at three levels: strategic, tacti-
cal and operational. The fact that these levels are inde-
pendent, and that at each levels decisions taken in one 
area will have impacts on others implies that a means 
of coordination must be devised in appropriates to the 
enterprises’ hierarchy, the interdependence of decisions, 
which is refl ected in the enterprises’ organization struc-
tures. The need for the logistics customer service policy 
in the enterprise that will cut across existing functional 
boundaries is necessary, especially if logistics coordina-
tion takes place at the highest director level. The split 
between operations and planning/control is often made 
on a logical basis. The coordination of these two areas 
is mostly achieved through the director whose responsi-
bility is to translate corporate policy into logistics cus-
tomer service requirements. 

At the operational level coordination of material 
and associated information fl ows between the func-
tional areas of purchasing, distribution or marketing is 
often achieved. The sphere of logistics customer service 
must be work together harmoniously with the compa-
nies’ departments areas not only at the top level, but 
all the way dawn. In this way it becomes possible to 

Table 4. The relationships of activities, processes and/
or decisions  of logistics customer service of entities 
not possessing the unit dealing with logistics customer 
service  by the size of enterprises

If the unit dealing with 
logistics customer service 
has not been isolated, 
activities, processes and/
or decisions of logistics 
customer service are:  

Type of the company

micro small medium large

centralized/concentrated 14 19 3 0

decentralized/dispersed 95 5 1 0

do not apply to the 
activity of the company 3 0 0 0

Source: own study.
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translate the conceptual model of the fi rms as a series 
of interacting sub-systems into a viable organizational 
framework. From among 147 commercial cargo motor 
transport enterprises located in the Silesian Voivodeship 
(Southern Poland), about 95% of the companies did not 
have the unit which was in charge of the area of logistic 
customer service in their organizational structures. No 
more than 2.1% accomplished the defi ciency of referral 
of the activities, processes and/or decisions of logistic 
customer service to the business area. 

The rest of the companies affi rmed the discernment 
of the association of the conception of logistic customer 
service with the commercial activity, though the com-
panies affi rming the centralization/concentration of 
responsibility for the activities, processes and/or deci-
sions of logistic service of their customers were the mar-
ginal group, in view of the fact that they were of 25.7% 
of the entire number of the questioners. These compa-
nies are possibly making efforts to look for organiza-
tional forms which would ease the management of the 
elements of logistic customer service. It is also the con-
fi rmation of the fact that the serious efforts are impera-
tive for the advancement of the enterprises’ manage-
ment in the subject. Further helpful future research in 
the objective area can refer to comparison of the perfor-
mance received from the customers among the groups 
of companies. 
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ABSTRACT

This study aims to discuss the method of the prophet Mohamed “peace be upon Him” in the dialogue with the followers of 
the other religions and extract a form to the interreligious dialogue through analyzing the explicit knowledge regarding 
to the Prophetic biography. The problem in this study is being in the need to a systematic performance in the dialogue 
with the follower of the other religions, especially in the shade of the campaigns of distortion Islam especially in the 
western world, as well as makes use of the forums, seminars and conferences which aim to the convergence with the other 
religions through the interreligious dialogue and analyzing the explicit knowledge which moved the prophet Mohamed 
“peace be upon Him” method to dialogue with the Islam followers and makes use of these methods. The importance of 
this study is how to dialogue with the followers of the other religions that helped to the convergence with the followers 
of the other religions and change the bad picture which was drown by the amines of Islam in connecting it with the ter-
rorism. This study seeks to fi nd the problem and create answers to two main questions, the fi rst, which method did the 
prophet Mohamed “peace be upon Him” follow to dialogue with the followers of the other religions?, the second, what 
is the suggested form to manage the interreligious dialogue in the shade of the explicit knowledge which contained in 
the Prophetic biography? The results of this study reached determining the objectives of the interreligious dialogue in the 
light of the Prophetic biography, showing the dialogue method of the prophet Mohamed “peace be upon Him”, narrating 
a group of dialogue situations which happened in the Prophetic biography and affected in this study, as well as extract-
ing a suggested form to manage the interreligious dialogue in the light of the explicit knowledge which contained in the 
Prophetic biography. This method forms of three (3) levels (1)- Preparing (2)- Applying (3)- Evaluating and reviewing.
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INTRODUCTION 

It is useful to realize that we are different whatever we 
are so close, and close whatever we are so far. The dif-
ference and approach are two kinds of the life tradi-
tions that the penalty, rewards and our position depends 
on. We should use a good strategy to make use of our 
difference and closeness, make this difference positive 
and balanced and complete the shortfall to achieve the 
understanding and cooperation between people. The 
most important example that shows this difference and 
closeness between people is the interreligious dialogue. 
Most of people seek to dialogue to pass the differences 
that happened because of the religions and doctrines, for 
that the interreligious dialogue forums and conferences 
were established and discussed several topics. As we are 
the followers of the Islam religion, we are the most peo-
ple who need these dialogues that enable us to change 
the bad picture which was drawn by the amines of Islam 
to say that Islam is the source of terrorism.

This study came to show ways to dialogue and its 
strategies that enable us to achieve the desired objec-
tives. There is no one best of the prophet Mohamed 
“peace be upon Him” to be an example to the convinced 
and successful dialogue method. For that this study 
seeks to show the prophet Mohamed “peace be upon 
Him” strategies and methods and abstracting the most 
important sides of them to reach to the form that enable 
us to manage the interreligious dialogue between the 
difference religions.

The importance of this study is represented in the dia-
logue with the followers of the other religions through 
the Prophetic biography. We should discuss this subject 
today and focusing on the Prophetic dialogues with the 
Christians by using the Prophetic method in dialogue. 
This study cares of showing the ways of Prophetic 
dialogue with the followers of the other religions, the 
importance of this dialogue regarding to its timing and 
understanding the Prophetic dialogue method to guide 
us especially at this time, because we and our religion 
became threatened and accused as a result of what con-
tained in The Holly Quran and Sunnah regarding to the 
difference with the others.

The content analysis and focus groups methods were 
used to answer the study’s questions. The model was a 
group of explicit knowledge in Prophetic biography and 
Sunnah and it was represented in documents then using 
the method of content analysis to answer the study’s 
questions. Then create the suggested form to manage the 
interreligious dialogue in the light of the explicit knowl-
edge regarding to Prophetic biography.We will show 
later in this study the previous studies that discussed or 
connected with this study’s subject. As well as showing 
the study’s problem and how to make questions, thus 

showing the methods that used to answer these ques-
tions, and then show the results of the model content 
analysis.

Literature Review

The study (1) aims to discuss the civil and social confl ict 
that based on the main believes of the different religious 
groups and search on the ways to process this problem 
though encouraging the interreligious dialogue. And 
this study reached the two stages of the interreligious 
dialogue. The fi rst stage: is exchanging the information, 
fi nd the interactions with the other religions believ-
ers according to the mutual respect and openness and 
respect the facts that regarding to all religions. The sec-
ond stage: that the interlocutors should understand each 
other to reach the deepest humanity level. That supports 
this current study in the subject of the dialogue levels 
and to anyway we can make use of it in the suggested 
form.

The study (2) aims to review some scientifi c ways 
which may be support the interreligious dialogue in 
the religions’ study, and shows that the interreligious 
dialogue is subject to the constant change for differ-
ent reasons. Thus it is important to the participants in 
the religious dialogue to study the change and interpret 
processes and adopt with the changes, and stressed on 
the innovation in the dialogue ways and interreligious 
dialogue and provided a group of innovations regarding 
to the religious dialogue that the innovation according 
to the current organizations rules. Thus the authorized 
repairs to the career regulation, innovates the specialist 
groups in the innovations and change fi elds and inno-
vates new organizational forms in the interreligious dia-
logue fi eld. According to this study, we should separate 
between the religious dialogue and the religions’ study, 
but this study stresses on the importance of religions’ 
study and the changed which happened in the religious 
dialogue fi eld and the necessary of the specialists’ par-
ticipation in the religions’ study. The modern discus-
sions in the interreligious dialogue keep the academic 
discipline in these dialogues. This study connects with 
the current study in the calling to religions’ study as 
a main side of the interreligious dialogue, as well as 
support the religious dialogue to achieve the academic 
discipline.

The study alsoaims to explore the dialogue nature 
in the Prophetic biography, show the dialogue polite-
ness and study the affection on the Muslims’ modern 
life. Thus determines the cultures and religions dialogue 
objectives that correct the distorted picture in the non- 
Islamic countries and calls to God in the right method. 
And participates in the modern world solving prob-
lems, in addition to declares the justice principles and 
the equality between humans and works on preparing 
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the development programs to the poor and third world 
countries. And works on establishing an economic sys-
tem depends on the individual freedom. And publish 
the dialogue culture, negotiation and understanding 
between the different cultures and remove the hostil-
ity and arrogance. And employ the several social media 
to serve the dialogue calling and make a relationship 
with the others. In addition to anti- organized terrorism 
around the world. 

This study also provided a group of basics which con-
sidered necessary to success the interreligious dialogue. 
The study mentioned the mutual respect between all 
parties and agrees to consider this dialogue to acquaint-
ance not to miss the right of the others. And agrees that 
the human culture and its diversity and multiculturalism 
are mutual human legacy to fi nd a mutual basic to the 
religious dialogue and reject the cultural confl ict con-
cept. And prove that Islam is a religion of dialogue. Thus 
this study connects with the current study in providing 
a group of objectives which enable us to create the sug-
gested form, as well as it is provided some of the basics 
that the success religious dialogue depend on.

Study Problems

The problem in this study is being in the need to a sys-
tematic performance in the dialogue with the follower 
of the other religions, especially in the shade of the 

campaigns of distortion Islam especially in the west-
ern world, as well as makes use of the forums, semi-
nars and conferences which aim to the convergence with 
the other religions through the interreligious dialogue 
and analyzing the explicit knowledge which moved 
the prophet Mohamed “peace be upon Him” method 
to dialogue with the Islam followers and makes use of 
these methods. The researcher suggest create a form to 
manage the interreligious dialogue in the light of the 
explicit knowledge which contained in the Prophetic 
biography, and answer on two main questions, the fi rst, 
which method did the prophet Mohamed “peace be upon 
Him” follow to dialogue with the followers of the other 
religions?, the second, what is the suggested form to 
manage the interreligious dialogue in the light of the 
explicit knowledge which contained in the Prophetic 
biography?

Methodology

To answer the study’s questions I used two methods, the 
content analysis method to answer the fi rst question that 
which method did the prophet Mohamed “peace be upon 
Him” follow to dialogue with the followers of the other 
religions?. And to answer the second question that what 
is the suggested form to manage the interreligious dia-
logue? I used the focus groups method through a group 
of academic experts (5 experts).

Table 1. Documents under the application of content analysis

Document Document title Document scope of work Reference
First Call and dialogue with Jews.   Sahih al-Bukhari, page No. (1412), Hadith No. (6944) (4)

Second Call and dialogue with 
christen- Abyssinia delegate. 

IbnIshaq: Prophetic biography, page No. (252-253) (5)

IbnHishām: Prophetic biography, page No.(36-37) (6)

Third Call and dialogue with 
christen- The king of Abyssinia 
(Al-Najashi).  

IbnIshaq: Prophetic biography, page No. (152-153) (7)

IbnKathir: Al-Bidayah wan Nihayah (The Beginning and 
The End), page No. (80-81)

(8)

IbnQayyim al-Jawziyyah, Provisions for the Hereafter 
(Zaad Al-Ma’ad), page No. (620-621)

(9)

Fourth
Call and dialogue with 
christen- Najran delegate.

IbnQayyim al-Jawziyyah, Guidance for the Confused 
concerning Answers to Jews and christen, page No. (57)

(10)

IbnIshaq, Prophetic biography, page No. (899) Hadith 
No. (4394)

(11)

Ibn Abdel Barr: Al-Isti’ab fi  ma’rifat al-ashab, page 
No. (256)

(13)

Al-Tirmidhi, Sunan at-Tirmidhi, page No. (882) Hadith 
No. (3106)

(14)

Fifth Call and dialogue with 
christen-Adı̄ ibnHātim al-Tā’ı̄ .

al Tabari: Tarikh el Tabari which is called “History of the 
Prophets and Kings” page No. (147)

(15)

IbnKathir: Al-Bidayah wan Nihayah (The Beginning and 
The End), volume No. (3-6) page No. (313) 

(16)
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Study applied side

Through applying the content analysis method on 
the explicit knowledge which contained in the Pro-
phetic biography, Holly Quran, Hadith and Sunnah the 
researcher got the following results:

The analyzed evidences and documents regarding the 
dialogue of the Prophetic biography and Sunnah.

The fi nal fi ndings and the outputs of document analysis: 

Through the content analysis methodology and the way 
to apply it with samples in order to answer the main 
question: “which method did the prophet Mohamed 
“peace be upon Him” follow to dialogue with the fol-
lowers of the other religions?” the outcomes are just like 
the following: 

First: Prophet Mohamed “peace be upon Him” situations 

which the followers of other religions: 

• Prophet Mohamed “peace be upon Him”started His 
speech to Najranwith the common religious beliefs 
which have a great effect on listeners. At the out-
set, He said: “In the name of the God of Ibrahim, 
Ishaq and Jacob, I call you to worship Allah rather 
than the humans and to the mandate of Allah 
instead of His servants, in the case of objection 
you will be obligated to pay a tax (Jizya) (In return 
for protection), if you refused, you would engage 
to the war. Finally, peace and Allah mercy and 
blessings be upon you. 

• Prophet Mohamed “peace be upon Him” received 
the people of Najran with greetings, generosity 
and Tolerance, in addition to allowing them to 
pray in his mosque. The reason for His action was 
that: when the people of Najran came to Prophet 
Mohamed “peace be upon Him” after the Asr 
prayer, they wanted to pray their prayer, but the 
people in the mosque wanted to prevent them. In 
this moment, Prophet Mohamed “peace be upon 
Him” said: “let them pray their prayers” so, they 
prayed.

• Prophet Mohamed “peace be upon Him” wanted 
to purify the heart of the people of Najran from 
pride, confusion and arrogance. He did not dia-
logue with them or answer their question until 
they put off silk and gold. He “peace be upon Him” 
said: “By the One Who sent me with the truth as a 
Prophet, I saw Satan among them in the fi rst time 
they came.” 

• In an attempt to make the dialogue positive and 
fruitful, Prophet Mohamed “peace be upon Him” 
dialogued the lords and inks of christens includ-
ing: Adı̄ ibnHātim al-Tā’ı̄  and zaid al khail…etc.

• Prophet Mohamed “peace be upon Him” drawn 
attention to dimensions and objectives of the 
dialogue, He was cared about the Non- Muslim 
feelings without religious adulation. In all cases, 
Prophet Mohamed “peace be upon Him” endeav-
ors to tell the truth. During the dialogue between 
Prophet Mohamed “peace be upon Him” and two 
christen inks of Najran named: Al-`Aqib and Sai-
yid (The rulers of Najran), He called them to Islam 
and said: “convert to Islam” they said: “we already 
did” He said: “no, you are not” they said: “yes, 
we do, we convert to Islam even before you” He 
said: “you lied, you did not convert to it because 
of claiming that Allah Has a son, worshiping the 
cross and eating the pork.”

• Prophet Mohamed “peace be upon Him” did not 
upset from the beliefs of the Najran christens, in 
the contrary; He defended religion from their adu-
lation depending on dialogue. The accomplish-
ment of Prophet Mohamed “peace be upon Him” 
did not reduce from the value of religion, He was 
clear enough to reveal the truth. The Prophet called 
them to Islam after naming the God of Ibrahim, 
Ishaq and Jacob in order to mollify the atmos-
phere, He said: “After that, I call you to worship 
Allah rather than the humans and to the mandate 
of Allah instead of His servants.” 

• After Christians of Najran discovered that Prophet 
Mohamed “peace be upon Him” is the truth and the 
miracle, they refused to convert to Islam, the idea 
of Event of Mubahala was come up, that Invoke a 
curse on the lairs, so they were afraid of perform-
ing it. They asked the Prophet not to do it and He 
accepted because of His mercy, commission and 
humanity.

• Prophet Mohamed “peace be upon Him” obeyed 
Allah commands: “Let there be no compulsion in 
religion.” His actions were a refl ection of Holy 
Quran texts. That is way He only call the people 
of Najran to convert Islam and did not obliged or 
forced them to be Muslims.

• One of the great lessons was the answer of Prophet 
Mohamed “peace be upon Him” when they asked 
about Prophet Essa “peace be upon Him”, He said: 
“I have nothing to tell about Prophet Essa now, 
keep standing to inform you what I have been 
known about Essa “peace be upon Him”. From my 
point of view, this lesson is the greatest one ever; 
it taught us to silent is a solution when the answer 
is not founded.

• Prophet Mohamed “peace be upon Him” focused 
on the general and Doctrinal issues and avoid-
ing details unless he was asked. His speech with 
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NajranChristians, He highlighted the mono-
theism and humanity of Essa “peace be upon 
Him”.

• The attempt to show miracles for “People of the 
Book” to convert them to Islam, Prophet Mohamed 
“peace be upon Him” came with Holy Quran, How-
ever He presented some miracles to nonbelievers, 
perhaps they have chance to believe.

• Proving that Islamic law is the one which corre-
sponding to  Bible and Torah. 

Second: Prophet Mohamed “peace be upon Him” 

dialogue attitude:

-  Prophet Mohamed “peace be upon Him” enjoyed 
eloquence tongue, rhetoric speech and most 
beautiful attitude.

-  The attitude of Prophet Mohamed “peace be 
upon Him” was characterized by diversity. His 
sentences were varied and marked by using 
reporter speech, rhetorical speech, the question 
and answer, exclamation, swearing and calling. 
Prophet Mohamed “peace be upon Him” used 
aphorism and proverbs. He also made use of his-
torical events and prophesied others future. So, 
we can realize that the Prophet dialogue is the 
source of rhetoric.

-  During His dialogue, Prophet Mohamed “peace 
be upon Him” frequently mentioned to other 
prophets while dealing with People of the Book. 
The prophet dialogue with them aimed to refl ect 
a straight message that: “Islam came to complete 
the previous religions and prophets and Prophet 
Mohamed “peace be upon Him” is the seal of the 
prophets.

-  Some of Prophet Mohamed “peace be upon 
Him” dialogue skills: the depth of psychological 
impact and the ability of convincing others with 
mental persuasion. 

-  Prophet Mohamed “peace be upon Him” always 
use his words in the right context, and He con-
vinced people once with mercy and other with 
warning.

-  In performing dialogue, Prophet Mohamed 
“peace be upon Him” cheerful and open faceted, 
He did not ignore anybody. In addition, He paved 
the way towards His subject, giving all necessary 
reasons and providing answers with evidences 
and affi rmation.

-  In His dialogue with People of Book, Prophet 
Mohamed “peace be upon Him” based on the 
sacred miracle of The Holy Quran, not on mate-
rial miracles.

-  When People of Book tried to make the Prophet 
unable to answer their claims arising from holy 
books and heritages, Prophet Mohamed “peace 
be upon Him” gave them the defi nitive answer 
supporting with providence and proofi ng. He 
was never being provoked or upset with them 
except for the matters considering Allah and the 
religion of Islam.

-  Prophet Mohamed “peace be upon Him” high-
lighted the similarities between Islam and other 
holy books such as: eating carcass of People of 
Book and marriage to a woman from the People 
of the Book. As well, the Prophet advised to take 
care of People of Book.

Third: The objectives of the dialogue with the followers 

of the other religions: 

• Call to Islam.
• Evidencing.
• Reconcile opinions.

Fourth: Rules of the Prophet dialogue with the followers 

of the other religions:

• The point of the dialogue shall clarify the right 
bath and guide them through.

• The dialogue should not be only for talking, so 
that, objective and issue of the dialogue must be 
identifi ed. 

• It is not necessary to undergo with details and to 
discuss the sub-issues until agree on the substan-
tive issues of the dialogue in order to achieve the 
promising benefi ts.

Fifth: The value of dialogue:

• The psychological value of dialogue: It is related 
to prepare a healthy atmosphere for performing 
dialogue, meet our presenter and undergo with 
general dialogue aims to break the psychological 
borders make hearts more close. In dialogue, we 
have to enjoy with good intension, morality, hum-
ble, patience, good listening and respect. 

• The scientifi c value of dialogue: Any dialogue 
has scientifi c values. Let’s start with the common 
theme existing in acknowledge, awareness, exam-
ples and make mistakes. The dialogue must base 
on evidences and affi rmation not on whims and 
personal desires. The terms and sentences used by 
the presenter must consist of good words, expo-
sure and allusion, not of rudeness, prejudice and 
harshness. Also, we have to avoid the loudness, 
argumentation, drawling, deviation and pride. We 
also should Endeavour to tell the truth, not be 
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exaggerated in speaking and give others (The pre-
senter) chance to speak and express his opinion. 

The suggested form to manage the interreligious dialogue 
in the light of the explicit knowledge which contained in 
the Prophetic biography

According to the content analysis related to the subject 
of the study. This analysis seeks to answer the study 
question: “What is the suggested form to manage the 
interreligious dialogue in the light of the explicit knowl-
edge which contained in the Prophetic biography?” This 
form was presented in its primary level and given to the 
focus group which consists of (5) experts in order to take 
amendments and to approve them. Now, this form was 
presented in its fi nal edit as follows:

Diagram No. (1) Illustrates the proposed form to run 
the dialogue of religions according to the right acknowl-
edges of Prophetic biography:

First: Preparation stage

This stage consists of the following: 

(1) Determining the objectives of religion dialogue:

As per the said diagram, the religion dialogue aims to 
the following:

• Call to Islam (religion of peace).
• Limit the proofs of other religions and refuting 

them with evidences and persuasion.

• Reconcile opinions considering argumentative 
issues with the other religions. 

• Highlight the good ethics of Islam. 
• Refuting claims of being Islam as a terrorism reli-

gion published by the enemies of Islam. 

(2) Planning and preparation: 

In this stage, we work on primary preparation to embark 
upon the study as follows: 

• Spread religion dialogue culture. 
• Practice on the religion dialogue. 
• Prepare the material and human infrastructure.
• Establish partnerships with societies and organiza-

tions.
• Choose the effective Cadres to run the dialogue.

(3) Religions study:

In this stage, the studies of religion and the process of 
analysis are performed for the following purposes: 

• Determine the advantages and disadvantages in 
the other religions.

• Focus on the similarities and differences between 
Islam and the other religions. 

• Mention the effective point considering dialogue 
with each religion. 

• Choose the Cadre Human Resources that are able 
to run dialogue with the other religions.

• Create teamwork to be responsible for a specifi c 
religion. 

Second: Application stage:

It is the actual stage for managing the dialogue. This 
stage consists of the following:

(1) The basics of successful dialogue:

To reach a successful dialogue, the following basics shall 
be taken in consideration:

• The mutual respect among the parties. 
• Agree on considering the dialogue as a way of 

acquaintance, not as a way of deprivation of other 
rights.

• Agree on that the human civilization with all of its 
variations and multicultural societies is a common 
heritage of humankind.

• Determine a common point in order to embark on 
the religion dialogue. 

• Erect the concept of “Clash of Civilizations.” 
• Clarify that the Islam is the religion of discussion. 

(2) Dialogue Method. 

Trough religious dialogue, we should be aware of the 
following:
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• The presenter should enjoy with fl uency, rhetoric 
phrases in addition to beautiful and smooth words. 

• Use reporter and rhetorical phrases as well as a 
question and answer style. 

• Gain others hearts and emotion through the dia-
logue and the prophets of audience; to Reconcile 
the opinions.

• Adapt clear and direct explanation and not to use 
allusion except in necessary need.

• Use reasonable method to persuade other with 
your point of view. 

• Simplicity, smoothness, non-rebuke manner, con-
sidering circumstances and giving the accurate 
answer are the keys of dialogue success. 

• Evidencing the miracles of Holy Quran and con-
necting them to the modern science and global 
discovers. 

• Establish a case on interlocutor through questions 
arising from the religion of “People of Book”. 

• Refl ect the matching points of Islam with the other 
religions to persuade them (nonbelievers). 

(3) Value and rules of dialogue:

In religious dialogue, there are some value and rules 
which shall be adapted: 

• The dialogue purpose should be crystallized to 
reveal the truth. 

• The objective of dialogue is not to argument, it 
is necessary to highlight issues and aims of the 
dialogue. 

• It is important not to dwell on the details or sub-
points only after agree on the dialogue essences 
for achieving the promising outcome. 

Considering psychological side: 

Prepare the suitable atmosphere for discussion, breaking 
the ice and make souls closer. 

Considering scientifi c side:

The presenter has tounderstand the common theme in 
order to reach the point. He also considers using evi-
dences, proofs and examples in adding to admire mak-
ing a mistake. 

• The presenter should be smooth tongue, making 
use of allusion.

(4) Tools and Techniques of Media: 

In order to develop the art of dialogue with the followers 
of other religious, we should follow up the modern way 
of conversation especially, the modern technical tools as 
the following:

• Television programs
• Radio programming 

• Magazines and journals 
• Electronic newspapers 
• Social media
• Scientifi c publishing
• Electronic publishing
• Programs and Internet applications 

Third stage: Revi ewing and Evaluation Stage: 

In this stage, we make an evaluation of the work and 
reviewing used styles and techniques. Also, determining 
and updating the study objectives in accordance with 
the fresh developments. Such as: 

• Evaluating the work output to start the develop-
ment process.

• Modernizing the study objectives in accordance 
with the common updates.

• Following up the other religions developments and 
starting to work according to their updates. 

• Continuous development of dialogue methods.
• Evaluating the partnerships and study their impact 

on religious dialogue.
• Continuous following up the updating process 

considering traditional and modern media, social 
media, programs and Internet applications.
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Province: A case study of King Abdullah bin Abdul-Aziz 

Hospital in Bisha
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ABSTRACT

The purpose of this study is to recognize and understand the reality of tacit knowledge sources in supporting profes-
sional development in Health Care Sector at King Abdullah bin Abdul-Aziz hospital in Bisha. This study seeks to answer 
the main question: “What is the reality of tacit knowledge sources in supporting professional development in Health 
Care Sector in Bisha province?” The importance of this study lies in providing a vision of the role of implicit sources 
of knowledge in order to have the ability to invest in knowledge and experiences. In this study, both researchers used 
Descriptive approach of the case study to answer all its questions and questionnaire as the tool of this stud. The study 
community consisted of Heads of Department at King Abdullah bin Abdul-Aziz hospital. The study samples consisted of 
(40) persons. The study concluded that tacit knowledge sources play an important role in creating knowledge for devel-
oping professional performance in health care sector at King Abdullah bin Abdul-Aziz hospital in Bisha. The arithmetic 
mean was (3.18), which means that the tacit knowledge sources has a positive role in creating knowledge by (72.70%) for 
developing professional performance considering health care sector at King Abdullah bin Abdul-Aziz hospital in Bisha. 
In addition, tacit knowledge sources play a positive role in knowledge sharing for developing professional performance 
considering health care sector at King Abdullah bin Abdul-Aziz hospital in Bisha. The arithmetic mean was (3.00), which 
means that the tacit knowledge sources play a positive role in knowledge sharing by (66.70%). It also has a positive role 
in applying knowledge for developing professional performance considering health care sector at King Abdullah bin 
Abdul-Aziz hospital in Bisha. The arithmetic mean was (2.93). Knowledge technologies play a role in developing tacit 
knowledge by (54.33%) for developing professional performance. Generally, the study concluded that tacit knowledge 
play a role in supporting professional development in health care sector at King Abdullah bin Abdul-Aziz hospital in 
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Bisha. The arithmetic mean was (2.98) which mean that tacit knowledge sources support professional development by 
(66.00%) considering health care sector at King Abdullah bin Abdul-Aziz hospital in Bisha. The study recommended 
spreading knowledge culture in health care sector, documenting and recording seminars and lectures and holding courses 
in order to be shared with other concerned authorities. Finally, the study recommended carrying out researches to study 
tacit knowledge sources in health care sector. 

KEY WORDS: TACIT KNOWLEDGE SOURCES-PROFESSIONAL DEVELOPMENT-MINISTRY OF HEALTH-KING ABDULLAH BIN ABDUL-AZIZ 

                               HOSPITAL IN BISHA PROVINCE- KNOWLEDGE TECHNOLOGIES

INTRODUCTION 

As known, every nation seeks to be prosperous in 
political, developmental, organizational, economic and 
human fi elds. All the said advantages grant competi-
tiveness for a nation in order to achieve effective impact 
between other nations. There is no doubt that the dom-
inating nation will control others.Human being is the 
main core on which a nation along with its organiza-
tions and establishments are based. Any development 
for the human being will lead to developing the society; 
consequently, it will lead to developing the nation. For 
that reason, states gave a special attention to human 
development in all fi elds. The matter did not depend on 
education stages only but also training during service 
for developing human resources, raising work effi ciency 
and upgrading products and services quality. 

Health care sector In the Kingdom of Saudi Arabia 
ranks the most important places in professional develop-
ment area. It concerns with people and their health. One 
of most important aspects of professional development 
is the ability of organizations to invest in its knowledge 
in general and tacit knowledge in particular. Therefore, 
this study will highlight the role of tacit knowledge 
sources in professional development in health care sec-
tor in general and at King Abdullah bin Abdul-Aziz hos-
pital, Kingdom of Saudi Arabia in particular.

The study problem will be discussed as well as its 
methodology, questions, society and samples. Also, we 
will deal with the literature reviews related to the study 
subject. Then, the study will discuss and explain the 
numerical results. Finally, the study will review its fi nd-
ings, recommendations and proposals. 

Literature Review

Study No. (1) wasaimed to realize the reality of tacit 
knowledge sources in educational training center in 
department of education of Bisha province. It also aimed 
to identify the role of tacit knowledge technologies in 
professional development in educational training center 
in department of education of Bisha province. 

In this study, the researcher used the descriptive case 
study in order to answer questions. The researcher tools 
were interviews and questionnaires. The study found that 
tacit knowledge sources have a rule with rate of 70.00% 

in the fi eld of professional development in Educational 
training center in the Department of Education in Bisha 
province. In addition, the study found the knowledge 
technologies play an important role in the development 
process of tacit knowledge considering developing pro-
fessional performance in Educational Training Center in 
Bisha province. The arithmetic mean was (2.80), which 
means that knowledge technologies have an important 
role by (70.00%) in development of tacit knowledge that 
develops professional performance in Educational Train-
ing Center in Bisha province. 

Study No. (2)was aimed to identify the role of tacit 
knowledge in the development of human resources in 
multinational companies under the concept of Manage-
ment Globalization. Through identifying the perceptions 
of employees, who work in multinational companies in 
Jordan for using tacit knowledge and their characteris-
tics, and the effect resulting on human resource devel-
opment under the concept of Management Globaliza-
tion. The study also aimed to reach conceived proposal 
for the development of human resources through using 
the tacit knowledge Approach in such companies under 
the concept of Management Globalization. The problem 
of study came to try to answer the following question, 
“What is role and impact of tacit knowledge on human 
resource development in the multinational company 
under the concept of Management Globalization?” This 
study depended on descriptive analytical method, and 
the study community included multinational companies 
that work in the city of Amman. The study sample was a 
random sample included 15 companies. 

The study found a number of results including: That 
tacit knowledge in terms of usage and application and 
characteristics affect and has a role on human resource 
development in multinational companies under the con-
cept of Management Globalization;

There is a relationship between the variables of the 
study a strong positive relationship; and there are no 
signifi cant differences due to the following variables: 
(Qualifi cation, years of experience and Career Levels) 
between the study sample in the extent of the use of 
tacit knowledge and their characteristics and human 
resource development and Management Globalization.

Study No.(3)was aimed to recognize the relationship 
between tacit knowledge along with its technical and 
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cognitive dimensions, and the products quality level of 
Palestinian telecommunications companies along with 
its all tangible and intangible hardware contents, which 
represented in the powers and characters of the knowl-
edge. Consequently, this process gives us a chance for 
identifying the mutual infl uence between tacit knowl-
edge and the products quality level. It also offers the 
way of enhancing the infl uence of this knowledge in the 
case of weakness or positivity. The study concluded that 
the result of this relationship is statistically implied. The 
study also recommended carrying out more studies in 
this regard in order to identify this relationship. 

Study No. (4) wasaimed to explain two fundamental 
approaches to knowledge management. The tacit knowl-
edge approach emphasizes understanding the kinds of 
knowledge that individuals in an organization have, 
moving people to transfer knowledge within an organi-
zation, and managing key individuals as knowledge cre-
ators and carriers. By contrast, the explicit knowledge 
approach emphasizes processes for articulating knowl-
edge held by individuals, the design of organizational 
approaches for creating new knowledge, and the devel-
opment of systems (including information systems) to 
disseminate explicit knowledge within an organization.

This study summarized the benefi ts and defects of its 
approaches. The presentstudy has recommended design-
ing a complex approach, which consists of the manage-
ment of both tacit and explicit knowledge in order to 
practice knowledge management.

Study No. (5) wasaimed to highlight the importance 
of tacit knowledge in construction and to underline the 
signifi cant contribution of tacit knowledge towards the 
organizational performance. The study also reviewed 
literature on principal insights of dominant views on 
knowledge and organizational resources to highlight 
the strategic nature of tacit knowledge. Further, intrinsic 
characteristics of the construction industry are discussed 
to underline the people factor and the role of the tacit 
knowledge. 

The study concluded that tacit knowledge plays an 
important role in the changing work environment and 
contributes largely in continuing work performance. 
The study recommended taking into consideration the 
fact that tacit knowledge depends on skills, experience 
and talent of persons. The study showed the important 
role of tacit knowledge in linking organizational perfor-
mance and achieving the competitive advantage. 

Study Problem

Health care sector in general and hospitals in particula-
rare of a great importance to the society in a way that 
makes it one of the neediest sectors for continuing pro-
fessional development. In light of the great knowledge 
and technological explosion in recent times; there are 

many sources of knowledge that can contribute to pro-
fessional development in the health care sector through 
knowledge sources, which provide such contributions 
with regard to the inherent experience in the expert 
minds and specialist (tacit knowledge).

Hence, the problem of this study is to identify the 
reality of these sources of tacit knowledge in profes-
sional development in the health care sector provided 
at King Abdullah Bin AbdulazizHospital in Bisha Province. 
The study will seek to answer the main question as the fol-
lowing: “What is the reality of tacit knowledge sources 
in supporting professional development of health care 
sector in Bisha Province? The sub- questions derive from 
the main question are as the following: 

1. What is the role of tacit knowledge sources in cre-
ating knowledge for developing professional per-
formance?

2. What is the role of tacit knowledge sources in 
knowledge sharing for developing professional 
performance?

3. What is the role of tacit knowledge sources in 
knowledge application for developing professional 
performance?

4. What is the role of knowledge technologies in de-
veloping tacit knowledge for developing profes-
sional performance?

Study Methodology

Both researchers used in this study used the descriptive 
case study in order to answer questions. The researcher 
tool was the questionnaire that was developed from 
study No. {1} used by the researcher to answer sub-
questions, its credibility was measured at 0.8729 where 
it has a high reliability. The reliability of the tool was 
also measured with a stability of 0.934. The study com-
munity consisted of department heads at King Abdullah 
bin Abdulaziz Hospital. The study sample consisted of 
(40) individual as shown in the following tables:

Table 1. distributing study samples according to 
having computer skills

Computer Skills Repetition Percentage %
Accepted 2 5.0

Good 20 50.0

Excellent 18 45.0

Total 40 100.0

The results showed that 20 persons of the study sample 
representing 50.0% of the total study sample have a good 
command of computer skills. About 18 persons of the 
study sample representing 45.0% of the total study sample 
have an excellent command of computer skills. Finally, 2 
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persons only representing 5.0% of the total study sample 
have an accepted command of computer skills. 

Numerical Results

The researcher reviewed numerical results of the study 
as follows:

Answering the First Question:What is the role 
of tacit knowledge sources in creating knowledge for 
developing professional performance?

(T) Test results are as follows:

The results showed that (P.value) = 0.000 less than (= 
0.05) value, and calculated (T) value = 14.844 is more 
than (T) value table = 2.023 of degrees of freedom = 39. 
This means that tacit knowledge sources play a posi-
tive role in knowledge creation for developing profes-
sional performance of health care sector at King Abdul-
lah Hospital in Bisha province. Based on this study, 
thearithmetic mean equals (3.18), which means that tacit 
knowledge sources off play a positive role in knowledge 
creation by 72.70% for developing professional perfor-
mance of health care sector at King Abdullah Hospital 
in Bisha province.

Table (5) showed that the total average of study sam-
ples responses concerning tacit knowledge sources in 
creating knowledge for developing professional per-
formance is (3.18), which means that tacit knowledge 
sources play a role in creating knowledge for develop-
ing professional performance with a rate of 72.70%. 
While the subject standard deviation generally reached 
about (0.501), this indicates that there are no differences 
between the study sample opinions considering the sub-
ject in general.

Answering Second Question: What is the role of tacit 
knowledge sources in knowledge sharing for developing 
professional performance?

T) Test results are as follows:

The results showed that (P.value) = 0.000 less than (= 
0.05) value, and calculated (T) value = 16.125 is more 
than (T) value table = 2.023 of degrees of freedom = 39, 
which means that tacit knowledge sources plays a posi-
tive role in knowledge sharing for developing profes-
sional performance of health care sector at King Abdul-
lah Hospital in Bisha province.  The results concluded 
that theArithmetic Mean equals (3.00), which means that 
tacit knowledge sources play a positive role in knowl-
edge sharing of 66.70% in developing professional per-

Table 2. distributing study samples according to 
Internet skills

Options Repetition
Total study samples 
Percentage

Search engines 
skills

37 92.5

Database skills 22 55.0

Email skills 33 82.5

Total 92 230.0

The results showed that 37 persons representing 
92.5% of the total study sample had search engines 
skills and they are the majority, followed by 33 persons 
representing 82.5% of the total study sample had email 
handling skills, and fi nally 22 persons representing 55.0 
% of the total study sample have database skills.

Table 3. distributing study samples according to 
used social networks

Options
Users 
Number

Total Sample individual 
Percentage

Twitter 29 72.5

Face book 16 40.0

WhatsApp 35 87.5

YouTube 33 82.5

Blogs 6 15.0

Other 7 17.5

Total 126 315.0

The results showed that 35 persons representing 
87.5% of the total study samples use WhatsApp and they 
are the majority, followed by 33 persons representing 
82.5% of the total study samples use YouTube. 29 per-
sons representing 72.5% of the total study samples use. 
16 persons representing 40.0% of the total study sam-
ples use face book and 7 persons representing 17.5% of 
the total study sample participate in other Channels (e.g. 
Instagram and Snapchat). Finally, 6 persons represent-
ing 15.0% of the total study samples use blogs.

Table 4. fi rst sub-question (T) Test results

Subject 
Arithmetic 
Mean

Degrees of 
Freedom (df)

Calculated 
(T) value

(Sig) P.value

Role of tacit knowledge sources in creating 
knowledge for developing professional 
performance

3.18 39 14.844 0.000
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Table 5. (Likert scale) test of the fi rst sub-question

Phrases 
Average 
Opinions

Standard 
Deviation

Percentage 
%

Agreement 
level

Order of 
Items

Hospital manager plays a role in knowledge 
creation 

3.10 0.379 70.00 Agree 9

Training Centre manager plays a role in 
knowledge creation

3.02 0.768 67.33
Agree

10

Training supervisors contribute to creating 
knowledge

3.13 0.723 71.00
Agree

8

Heads of Section contribute to creating knowledge 3.18 0.549 72.67 Agree 4

Trainees participate in creating knowledge 3.15 0.834 71.67 Agree 7

Administrative staff and technicians of training 
centre participate in creating knowledge

2.77 0.832 59.00
Agree

12

Training experts of Trainers contribute to creating 
knowledge

3.20 0.823 73.33
Agree

3

Consultancy fi rms contribute to creating 
knowledge 

3.15 0.662 71.67
Agree

6

Training courses contribute to creating knowledge
3.45 0.552 81.67

Strongly 
agree

1

Conferences contribute to creating knowledge
3.35 0.662 78.33

Strongly 
agree

2

Health forums contributes to knowledge creation 3.18 0.636 72.67 Agree 5

Ministry senior leaderships contribute to creating 
knowledge

2.83 0.71 61.00
Agree

11

Total Subjects 3.18 0.501 72.67

Table 6. Second sub-question (T) Test results

Subject 
Arithmetic 
Mean

Degrees of 
Freedom (df)

Calculated 
(T) value

(Sig) 
P.value

Role of tacit knowledge sources in 
knowledge sharing for developing 
professional performance

3.00 39 16.125 0.000

Table 7. (Likert Scale) test of the second sub-question

Phrases 
Average 
Opinions

Standard 
Deviation

Percentage 
%

Agreement 
level

Order of 
Items

Hospital manager plays a role in knowledge sharing 2.85 0.662 61.67 Agree 11

Training Centre manager plays a role in knowledge sharing 3.05 0.714 68.33 Agree 8

Training supervisors contribute to knowledge sharing 3.05 0.677 68.33 Agree 7

Heads of Section contribute to knowledge sharing 3.08 0.474 69.33 Agree 6

Trainees participate in sharing knowledge 2.88 0.686 62.67 Agree 10

Administrative staff and technicians of training centre 
participate in sharing knowledge

3.03 0.660 67.67
Agree

9

Training experts of Trainers contribute to sharing knowledge 3.13 0.648 71.00 Agree 5

Consultancy fi rms contribute to sharing knowledge 
3.78 0.577 92.67

Strongly 
agree

1

Training courses contribute to sharing knowledge 3.25 0.543 75.00 Agree 2

Conferences contribute to sharing knowledge 3.23 0.480 74.33 Agree 3

Health forums contributes to knowledge sharing 3.18 0.636 72.67 Agree 4

Ministry senior leaderships contribute to sharing knowledge 2.83 0.712 61.00 Agree 12

Total Subjects 3.00 0.392 66.67
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Table 8. Third sub-question (T) Test results

Subject 
Arithmetic 
Mean

Degrees of 
Freedom (df)

Calculated (T) 
value

(Sig) P. value

Role of tacit knowledge sources in 
knowledge application for developing 
professional performance

2.93 39 12.333 0.000

Table 9. (Likert Scale) test of the third sub-question

Phrases 
Average 
Opinions

Standard 
Deviation

Percentage %
Agreement 
level

Order of 
Items

Hospital manager plays a role in 
knowledge application 

2.90 0.591 63.33 Agree 10

Training Centre manager plays a role 
in knowledge application

3.08 0.616 69.33
Agree

6

Training supervisors contribute to 
knowledge application

2.92 0.764 64.00
Agree

9

Heads of Section contribute to 
knowledge application

3.05 0.597 68.33
Agree

7

Trainees participate in applying 
knowledge

3.08 0.572 69.33
Agree

5

Administrative staff and technicians 
of training centre participate in 
applying knowledge

2.83 0.675 61.00
Agree

11

Training experts of Trainers 
contribute to applying knowledge

3.15 0.662 71.67
Agree

2

Consultancy fi rms contribute to 
applying knowledge 

3.03 0.733 67.67
Agree

8

Training courses contribute to 
knowledge application

3.13 0.748 71.00
Agree

4

Conferences contribute to knowledge 
application

3.18 0.747 72.67
Agree

1

Health forums contributes to 
knowledge application

3.13 0.723 71.00
Agree

3

Ministry senior leaderships contribute 
to knowledge application

2.80 0.648 60.00
Agree

12

Total Subjects 2.93 0.474 64.33

formance of health care sector at King Abdullah Hospi-
tal in Bisha province.

From the data of Table No. (7)it is concluded that the 
total average of responses of the study samples concern-
ing tacit knowledge sources role in creating knowledge 
for developing professional performance is (3.00), which 
means that tacit knowledge sources play a positive role 
in creating knowledge for developing professional per-
formance by 66.67%. While the subject standard devia-
tion generally reached (0.392), this indicates that there 
are no differences between the study sample opinions 
considering the subject in general.

Answering Third Question:What is the role of tacit 
knowledge sources in knowledge application for devel-
oping professional performance?

(T) Test results are as follows:

The results showed that (P.value) = 0.000 less than (= 
0.05) value, and calculated (T) value = 12.333 more 
than (T) value table = 2.023 with degrees of freedom 
= 39, which means that tacit knowledge sources play a 
positive role in knowledge application for developing 
professional performance of health care sector at King 
Abdullah Hospital in Bisha province. Based on the study, 
theArithmetic Mean equals (2.93), which means that 
tacit knowledge sources play a positive role in knowl-
edge application by 64.33% for developing professional 
performance of health care sector at King Abdullah Hos-
pital in Bisha province.

Data from Table No. (9) show that the total aver-
age of responses of the study samples concerning tacit 
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knowledge sources role in knowledge application for 
developing professional performance is (2.93), which 
means tacit knowledge sources play a positive role in 
knowledge application for developing professional per-
formance by 64.33%. While the subject standard devia-
tion generally reached the rate of (0.474), this indicates 
that there are no differences between the study sample 
opinions considering the subject in general.

Answering Fourth Question:What is the role of 
knowledge technologies in developing tacit knowledge 
for developing professional performance?

(T) Test results are as follows:

The results showed that (P.value) = 0.000 less than (= 
0.05) value, and calculated (T) value = 5.922 more than 
(T) value table = 2.023 with degrees of freedom = 39, 

which means that knowledge technologies play a posi-
tive role in developing tacit knowledge for developing 
professional performance of health care sector at King 
Abdullah Hospital in Bisha province. Based on the study, 
theArithmetic Mean equals (2.63), which means that 
knowledge technologies play a positive role in develop-
ing tacit knowledge by 54.33% for developing profes-
sional performance of health care sector at King Abdul-
lah Hospital in Bisha province.
Table No. (11) Information has concluded that the total 
average of responses of the study samples concerning 
knowledge technologies role in developing tacit knowl-
edge for developing professional performance is (2.63), 
which means that knowledge technologies play a posi-
tive role in developing tacit knowledge for developing 
professional performance by 54.33%. While the subject 

Table 10. fourth sub-question (T) Test results

Subject 
Arithmetic 
Mean

Degrees of 
Freedom (df)

Calculated 
(T) value

(Sig) 
P.value

Role of knowledge technologies 
in developing tacit knowledge for 
developing professional performance

2.63 39 5.922 0.000

Table 11. (Likert Scale) Test of the fourth sub-question

Phrases 
Average 
Opinions

Standard 
Deviation

Percentage %
Agreement 
level

Order of 
Items

Search engines play a role in knowledge creation 3.03 0,557 67.67 Agree 3

Search engines play a role in knowledge sharing 3.13 0.686 71.00 Agree 2

Databases play a role in knowledge creation 2.95 0.677 65.00 Agree 6

Databases play a role in knowledge sharing 3.53 0.645 84.33 Strongly agree 1

E-mail contributes to knowledge creation 2.73 0.847 57.67 Agree 9

E-mail contributes to knowledge sharing 2.70 0.791 56.67 Agree 10

E-mail contributes to  knowledge application 2.55 0.749 51.67 Agree 14

Twitter contributes to knowledge creation 2.40 0.841 46.67 Disagree 19

Twitter contributes to knowledge sharing 2.68 0.859 56.00 Agree 13

Twitter contributes to knowledge application 2.45 0.815 48.33 Disagree 18

Face book contributes to knowledge creation 2.20 0.966 40.00 Disagree 21

Face book contributes to knowledge sharing 2.38 1.005 46.00 Disagree 20

Face book contributes to knowledgeapplication 2.18 0.958 39.33 Disagree 22

WhatsAppcontributes to knowledge creation 2.47 0.877 49.00 Disagree 17

WhatsAppcontributestoknowledge sharing 2,85 0,770 61,67 Agree 8

WhatsAppcontributes to knowledge application 2,70 0,758 56,67 Agree 12

YouTube contributes to knowledge creation 2,97 0,698 56,67 Agree 5

YouTube contributes to knowledge sharing 2,98 0,698 66,00 Agree 4

YouTube contributes to knowledge application 2,87 0,939 62,33 Agree 7

Blogs contribute to knowledge creation 2,53 0,847 51.00 Agree 15

Blogs contribute to knowledge sharing 2.70 0.758 56.67 Agree 11

Blogs contribute to knowledge application 2.50 0.816 50.00 disagree 16

Total Subjects 2.63 0.667 54.33
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Table 12. Main question (T) Test results

Subject 
Arithmetic 
Mean

Degrees of 
Freedom (df)

Calculated 
(T) value

(Sig) 
P.value

The reality of tacit knowledge sources in 
supporting professional development

2.98 39 17.265 0.000

Table 13. (Likert Scale) test of the main question

Phrases 
Average 
Opinions

Standard 
Deviation

Percentage 
%

Agreement 
level

Order of 
Items

Role of Tacit knowledge sources in knowledge creation 
for developing professional performance 

3.18 0.501 72.67 Agree 1

Role of tacit knowledge sources in knowledge sharing 
for developing professional performance 

3.00 0.392 66.67 Agree 2

Role of tacit knowledge sources in knowledge 
application for developing professional performance 

2.92 0.474 64.00 Agree 3

Role of knowledge technologies in developing tacit 
knowledge for developing professional performance

2.63 0.667 54.33 Agree 4

Total Subject 2.98 0.357 66.00

standard deviation generally reached the rate of (0.667), 
this indicates that there are no differences between 
the study sample opinions considering the subject in 
general.

Answering the main question as follows:

What is the reality of tacit knowledge sources in sup-
porting professional development of health care sector 
in Bisha Province?

(T) Test results are as follows:

The results showed that (P.value) = 0.000 less than (= 
0.05) value, and calculated (T) value = 17.265 more 
than (T) value table = 2.023 with degrees of freedom = 
39, which means that tacit knowledge resources play a 
positive role in supporting professional development of 
health care sector at King Abdullah Hospital in Bisha 
province. Based on the study, theArithmetic Mean equals 
(2.98), which means that tacit knowledge support pro-
fessional development with a rate of 66.00% of health 
care sector at King Abdullah Hospital in Bisha province.

The previous table shows that tacit knowledge sources 
in supporting professional development as the follow-
ing:

With descending order of these main points accord-
ing to the arithmetic mean of study samples. By compar-
ing these results with table of agreement limits, the sub-
ject of (Role of Tacit knowledge sources in knowledge 
creation for developing professional performance) came 
at the fi rst place.

The opinion agreed on the mentioned with an arith-
metic mean of (3.18), which means that tacit knowledge 
sources of knowledge creation support developing pro-

fessional performance with a rate of 72.76%. The stand-
ard deviation has reached (0.501), which proves that 
there is no difference between the study samples opin-
ions in this regard.

The subject of (Role of tacit knowledge sources in 
knowledge sharing for developing professional perfor-
mance) came at the second place with agreement degree 
of (3.00), which means that tacit knowledge sources of 
knowledge sharing support developing professional per-
formance with a rate of 66.76% with standard devia-
tion of (0.392). This proves that there is no difference in 
study samples opinions in this point.

The subject of (Role of tacit knowledge sources in 
knowledge application for developing professional 
performance) came at the third place with an agree-
ment level of (2.92), which means that tacit knowledge 
sources of knowledge application support professional 
performance with a rate of 64.00% with a standard devi-
ation of (0.474). This proves that there is no difference in 
study samples opinions in this point.

The subject of (Role of knowledge technologies in 
developing tacit knowledge for developing professional 
performance) came at the last and fourth place with an 
agreement degree of (2.63), which means that knowl-
edge technologies of developing tacit knowledge sup-
port developing professional performance with a rate 
of 54.33% with a standard deviation of (0.667), which 
proves that there is no difference between the study 
samples opinions in this regard. In general, the total 
average of study samples responses concerning the role 
of tacit knowledge sources in supporting professional 
development was (2.98), which means tacit knowledge 
sources support professional development with a rate 
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of 66.00% in the health care sector at King Abdullah 
Hospital in Bisha province. The total standard deviation 
reached (0.357), which proves that there is no difference 
between study samples opinions concerning the role 
of tacit knowledge sources in supporting professional 
development.

Summary of Findings and Recommendations

The researcher reviews the summary of study fi ndings 
and recommendation as the following:

Concerning the fi rst question “What is the role of tacit 
knowledge sources in creating knowledge for developing 
professional performance”, the researcher concluded by 
using tests of “One-Sample T Test” and “Likert quadra-
ture scale” that tacit knowledge sources play a positive 
role in creating knowledge for developing professional 
performance in health care sector at King Abdullah bin 
Abdulaziz hospital, Bisha province. The arithmetic mean 
equals (3.18), which means that tacit knowledge sources 
play a positive role in knowledge creation by 72.70% 
for developing professional performance in health care 
sector in King Abdullah bin Abdulaziz hospital, Bisha 
province. 

The fi rst item of the subject was (training courses 
contribute to knowledge creation) with an arithmetic 
mean of (3.45), while the last item was (Administrative 
staff and technicians of training centre participate in 
applying knowledge) with an arithmetic mean of (2.77). 
The total average of responses of study samples con-
cerning the role of tacit knowledge sources in knowl-
edge creation for developing professional performance 
was (3.18). This means that tacit knowledge sources play 
a role in knowledge creation for developing professional 
performance by 72.20%. The standard deviation reached 
(0.501), which proves that in general, there is no differ-
ence in study samples opinions in this point.

Concerning the second question “What is the role 
of tacit knowledge sources in knowledge sharing for 
developing professional performance?” the researcher 
concluded by using tests of “One-Sample T Test” and 
“Likert quadrature scale” that tacit knowledge sources 
play a positive role in knowledge sharing for developing 
professional performance in health care sector at King 
Abdullah bin Abdulaziz hospital, Bisha province. The 
arithmetic mean is (3.00), which means that tacit knowl-
edge sources play a positive role in knowledge sharing 
by 66.70% for developing professional performance in 
health sector in King Abdullah bin Abdulaziz hospital, 
Bisha province. 

The fi rst item of the subject was (consultancy fi rms 
contribute to knowledge sharing) with an arithmetic 
mean of (3.78), while the last item was (Ministry sen-
ior leaderships contribute to knowledge application) 

with an arithmetic mean of (2.83). The total average of 
responses of study samples concerning the role of tacit 
knowledge sources in knowledge sharing for developing 
professional performance was (3.00). This means that 
tacit knowledge sources play a role in knowledge shar-
ing for developing professional performance by 66.67%. 
The standard deviation reached (0.392), which proves 
that in general, there is no difference in study samples 
opinions in this point.

Concerning the third question “What is the role of 
tacit knowledge sources in knowledge application for 
developing professional performance?” the researcher 
concluded by using tests of “One-Sample T Test” and 
“Likert quadrature scale” that tacit knowledge sources 
play a positive role in knowledge application for devel-
oping professional performance in health care sector 
at King Abdullah bin Abdulaziz hospital, Bisha prov-
ince. The arithmetic mean is (2.93), which means that 
tacit knowledge sources play a positive role in knowl-
edge application by 64.33% for developing professional 
performance in health sector in King Abdullah bin 
Abdulaziz hospital, Bisha province. 

The fi rst item of the subject was (conferences contrib-
ute to knowledge application) with an arithmetic mean 
of (3.18), while the last item was (Ministry senior lead-
erships contribute to knowledge application) with an 
arithmetic mean of (2.80). The total average of responses 
of study samples concerning the role of tacit knowledge 
sources in knowledge application for developing pro-
fessional performance was (2.93). This means that tacit 
knowledge sources play a role in knowledge application 
for developing professional performance by 64.33%. The 
standard deviation reached (0.474), which proves that in 
general, there is no difference in study samples opinions 
in this point.

Concerning the fourth question “What is the role 
of knowledge technologies in developing tacit knowl-
edge for developing professional performance?” the 
researcher concluded by using tests of “One-Sample 
T Test” and “Likert quadrature scale” that knowledge 
technologies play a positive role in developing tacit 
knowledge for developing professional performance in 
health care sector at King Abdullah bin Abdulaziz hospi-
tal, Bisha province. The arithmetic mean is (2.63), which 
means that knowledge technologies play a positive role 
in developing tacit knowledge by 54.33% for develop-
ing professional performance in health sector in King 
Abdullah bin Abdulaziz hospital, Bisha province. 

The fi rst item of the subject was (databases contribute 
to knowledge sharing) with an arithmetic mean of (3.53), 
while the last item was (Face book contribute to knowl-
edge application) with an arithmetic mean of (2.18). The 
total average of responses of study samples concerning 
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the role of knowledge technologies in developing tacit 
knowledge for developing professional performance 
was (2.93). This means that knowledge technologies 
of developing tacit knowledge play a role in develop-
ing professional performance by 54.33%. The standard 
deviation reached (0.667), which proves that in general, 
there is no difference in study samples opinions in this 
point.

Finally, concerning the main question “What is the 
reality of tacit knowledge sources in supporting profes-
sional development of health care sector in Bisha Prov-
ince?” the researcher concluded by using tests of “One-
Sample T Test” and “Likert quadrature scale” that tacit 
knowledge sources support professional development in 
health care sector at King Abdullah bin Abdulaziz hospi-
tal, Bisha province. The arithmetic mean is (2.98), which 
means that tacit knowledge sources support professional 
development by 66.00% in health care sector at King 
Abdullah hospital in Bisha province. 

The fi rst subject of tacit knowledge sources was (the 
role of tacit knowledge sources in knowledge creation 
for developing professional performance) with an arith-
metic mean of (3.18), while the last axis was (the role of 
knowledge technologies in developing tacit knowledge 
for developing professional performance) with an arith-
metic mean of (2.63). The total of study samples aver-
age responses concerning the role of tacit knowledge 
sources in supporting professional development was 
(2.98), which means that tacit knowledge sources sup-
port professional development by 66.00% in health care 
sector at King Abdullah bin Abdulaziz hospital, Bisha 
province. The standard deviation, in general, reached 
(0.357), which indicates that there is no divergence of 
views of the study samples concerning the role of tacit 
knowledge sources in supporting professional develop-
ment in general.

Based on the above fi ndings, the study recommends 
the following:

-   Spreading knowledge culture in health sector;
-  Documenting seminars, lectures and training 

courses; 
-  Organizing and storing these documentations to 

be shared with interested bodies; and
-  Conducting research to study tacit knowledge 

sources in medical sector.
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ABSTRACT

This study aims to identify Internet of Things, in addition to fi elds in which internet of things can be used to improve 
different fi elds of life and also, helping to function internet of things capabilities. This study seeks to answer main ques-
tion: “what is internet of things in the new reality”? Importance of this study is that internet of things is one of modern 
subjects that are still under research, and the matter needs to be more researched. Based on researcher experience, his 
strong connection to work environment in Information Institutions, and what he observed of incredible improvements 
in internet of things services, He feels the importance of internet of things and the urgent need to prepare this study that 
from its results, social, practical and scientifi c benefi t can be achieved. In order to answer the main question of this study, 
the researcher uses Descriptive analytical research method that copes with this kind of studies. This study reaches in its 
results to the description of set of challenges that face internet of things, in addition to explanation of most important 
advantages of internet of things in life fi elds of present reality such as active participation in improving services of civil 
organization and institution, and also, improvements of Artifi cial intelligence capabilities assisting in real increscent 
of things connects to internet and devices equipped with Sensors in which humans wear to identify their hobbies and 
addresses which produces and will produce massive quantity of huge information. This study recommends increasing 
awareness of internet of things role in improving activities and services in all fi elds of life. It also recommends improv-
ing and processing automatic systems of different institutions and organizations in order to comply with requirements 
of internet of things applications, furthermore fi xing a lot of discussions and internet of things specialized seminars in 
order to fi nd more promise opportunities, and fi nally, studding concerns that threaten investment of internet of things 
applications in work and several services.
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INTRODUCTION

The term of “internet of things” appeared for the 
fi rst time in 2000 A.D in order to add new chapter of 
advancement in Information Technologies [1] to trans-
fer internet from being internet of communications to 
be internet of things. Thus, a lot of organizations and 
companies tend to continuity of functioning internet 
of things capabilities meeting modern life needs, and 
providing best services achieving best benefi ts, and best 
services to benefi ciations.

Due to Arab researches Lack for discussing and func-
tioning internet of things in modern life, according to the 
knowledge of the researcher, and because of urgent need 
of coping with new things in the activities and services 
based on internet of things technology, the researcher 
feels the importance of preparing this study to clarify 
some available potentials of internet of things in order 
to invest in works and activities of organizations and 
institutions in Arab countries or in other countries.

In recent years, several scientists and specialists in 
the fi eld of information and communication technology 
started to consider and follow the usage of internet of 
things in modern life; and tended to identity internet 
of things. They also asked to be trained on samples of 
internet of things as being one of the subjects which 
was tackled in works papers in international confer-
ences, became researchers and associations focus, and 
was discussed largely in blogs, therefore, the subject is 
very important, [2].

According to researcher feeling of the study impor-
tance on internet of things as a concept, advantages 
and benefi ts, and in addition to discuss available and 
hoped application methods providing the main question: 
“how can we benefi t from internet of things in modern 
life?”, branching into two subsidiary questions: “what is 
the internet of things?” and “in which fi eld can we use 
internet of things in order to improve several services 
and activities?”.

Study sample consists of a group of previous stud-
ies and literary works discussing this subject using con-
tent analysis method, this study sums up with number 
of results of a group of challenges that face internet of 
things. In addition to explanations of most important 
advantages and benefi ts of internet of things in life 
fi elds such as active participation in improving services 
of civil institutions and organizations, potential of using 
internet of things in serving society, and forming a lot 
of groups cooperating in common interests fi elds, also 
improving artifi cial intelligence capabilities helping 
in real increscent of things connected to internet and 
devices equipped with Sensors in which humans wear 
to identify their hobbies and addresses which produces 
and will produce massive quantity of huge information.

Later, through this practical paper, present study prob-
lems, its composition, its main and subsidiary questions 
was submitted, in addition to previous works related to 
the subject symbolizing study sample. Also, submitting 
study method “content analysis method” in which he 
defi ned as a subject of the study, and submitting study 
fi ndings and recommendations reached through apply-
ing study method in order to answer main and subsidi-
ary questions.

2- Previous works and researches:Study of Magda-
lena Wójcik [2] tackles libraries benefi ts from internet 
of things services used in other institutions. This study 
aims at identifying activities which can be applied using 
internet of things in libraries services. This study focuses 
on designing theoretical model of appropriate usages 
of internet of things in libraries. The study compares 
between activities effect in commercial institutions and 
non commercial institutions identifying activities effect 
using or planning to use internet of things which can 
be applied in libraries. Through this method, theoretical 
model of internet of things applications was designed 
which can be used in improving library activities. The 
fi ndings show that internet of things technology can be 
used in library activity and services can be used simi-
larly to what executed in commercial institutions.

Study of Massis [3] discusses internet of things appli-
cations and its possible effect on libraries. The impor-
tance of this study is that it seeks to reach accurate 
information in addition to practical suggestions in order 
to overcome security gapes or concerns about inva-
sion of internet of things to privacy. This study pro-
vides study fi ndings and comments made in this subject 
through scientifi c researches prepared by practitioners 
and researchers. This study confi rms that upon report-
ing about invasion of privacy and security gapes in 
internet of things, this must not prevent libraries from 
using internet of things applications as its results will 
be huge. The study refers that library secretary should 
make conversations with benefi ciaries on invasion of 
privacy, answer their questions, and give confi dence 
to them after internet of things invades their privacy 
because their privacy is subject to supervision of library 
employees. The study presents practical suggestions to 
overcome security gapes or concerns about invasion of 
internet of things to privacy.

Chaves-Dieguez et al., [4] provide internet of things 
services to smart cities, refers that it is expected that 
smart cities will improve types of citizens depending 
on new samples like internet of things that enjoys huge 
abilities to connect thousands of sensor devices and 
motors all over the city, receiving requests in addition to 
movable smart personal devices that enable civil entities 
to perform its duties professionally in the same moment 
of requesting with the potentially of receiving reports 
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from population and sending support through the city 
connection network in a record and in high quality.

Study of Xu.et al., [5] tackles internet of things appli-
cations in smart libraries. The study shows that the 
reader during book cycling process through library sys-
tem can re-get book information through internet, defi n-
ing necessity or apriority in order to borrow or get it 
back if he was a borrower if there is another benefi ciary. 
Smart library is center of information networks which 
uses internet of things to make all books and essays in 
the library smart in which all materials in the library is 
controlled. Data form will be dealt with electronically 
through network. Also the library will be internet web 
center in which library devices and equipments will be 
controlled trough remote sensing technology in order to 
serve better and faster for all benefi ciaries.

Work of Al-Fuqaha. et al., [6] focuses to enable 
internet of things technologies, protocols and applica-
tion survey. This study provides overview on internet of 
things and concentrates on enabling technologies, pro-
tocols and application issues. The study aims to provide 
information about internet of things application issues 
in order to enable researchers and application improvers 
to benefi t from it in improving different protocols and 
applications with each other to provide required func-
tions. The study aims to discover the relation between 
internet of things and other emerging technologies 
including analysis of huge information and Cloud com-
puting, and provide information helping in improving 
horizontal integration between services of internet of 
things. 

The study shows that the internet of things is able 
to engaging recent improvements including Radio-
frequency Identifi cation (RFID) technology, smart sen-
sor devices, communication technologies, and internet 
protocols. The main hypothesis of this study is posses-
sion of smart sensor devices collaborates with each other 
directly without human intervention in order to present 
a new class of applications through internet of things. 
Study fi ndings also shows that the directly deal from 
machine to machine (M2M) without real human inter-
vention as the fi rst phase of internet of things phases. In 
following years, it is expected that internet of things will 
connect several technologies to enable new applications 
to connect materials together and that in turn supports 
smart decision taking.

Shamprasadand Satyanarayana [1] discusses internet 
of things and libraries. It shows level of huge technical 
Upspring caused by internet of things. Internet of things 
transfers internet of communication to internet of things 
which make connecting of things and transferring data 
through internet is possible with or without any human 
interference. The study expects that internet of things 
will cause a revolution in the way of living in all life 

fi elds such as: other service industries. Also, internet of 
things will provide huge capabilities that may help in 
improving library services. The study tries to explain 
what is “internet of things”, what is the technology it 
uses and the way of improving. It also presents samples 
of internet of things samples that can be used in library 
services and defi ning possible fi elds that can be actively 
executed in library services.

3- Identifying the problem:We need, in the present 
life, continuity improvements in all activities and ser-
vices in our daily life in order to cope with technol-
ogy developments and to increase the coverage space 
to include largest number of benefi ciaries. Internet of 
things revolution presents new form of internet services 
and applications. Thus it causes quality upspring in kind 
and style of services achieving high levels of easiness 
and fastness in serving human. The researcher desires to 
make this study due to his desire of coping with these 
improvements and contribution in spreading culture 
hoping that it will helps with other results to fasten pro-
cesses of engaging internet of things in improving dif-
ferent services and activities in our daily life helping to 
meet living, educational, industrial, healthily, touristic 
and industrial needs etc. The problem of the study is this 
question: “what is internet of things applications in the 
modern life?” branching into two subsidiary questions: 
“what is the internet of things?” and “in which fi eld can 
we use internet of things in order to improve several 
services and activities?”

4- Study Method: Because of the nature of this study 
which trying to defi ne the term Internet of things and 
highlighting on its features and to know how to use it 
in developing various services and activities that affect 
contemporary life, based on the objectives of the study 
and its questions which seeks to answer it, the method 
used in the study is an analytical descriptive method 
that adapt to this type of study through studies of what 
has already been dealt with in the fi eld of Internet of 
things and services and activities that affected it and 
benefi t from it in the study by referencing the available 
literature that the researcher is able to reach.

5-The practical side of the study The concept of internet 
of things: Internet of things refers to as an abbrevia-
tion in English: (IOT, Internet of Things) which is the 
initials of each word from Internet of Things (IOT) and it 
is o0ne of the new terminologies that looks at the future 
of the new generation of the Internet and its uses and 
the advanced applications based on the internet,” Kevin 
Ashton is the fi rst to use the word internet of things in 
1999” Sheikh [7].

Ashton considers one of the pioneers in the fi eld of 
technology, he is the founder of the fi rst research Center 
at the Massachusetts Institute of Technology, it’s still in 
the beginning, and this term means that things will be 
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able to be more useful with less effort by enabling things 
to communicate with each other through their Inter-
net connection. And the things which may understand 
through internet are all the things that have a specifi c 
address and identity on the Internet either through their 
real site or for example by connecting a smart chip or a 
smart bracelet with a special sensor, glasses or Google 
clock where the other thing can communicate and 
understand with it across the internet address through 
the sensors in the thing or the smart piece added to it 
and the human himself can be among these things as 
soon as he has his own smart chip Adjoining to him and 
looks like clock, bracelet or something like that. 

Abu Bakr and Hisham [8] refer to the importance and 
future of Internet of Things and the last report for Inter-
national Data Corporation (IDC) which interested in Infor-
mation Technology shown their expectations for internet 
of things risks depending on the studies and Follow-ups 
that observe, noting the expectation tremendous growth 
in the sales of internet of things up to 2020 with an 
annual growth rate amounting to 16.9%, one of the most 
important of these investments is health services. 

Health care is one of the most important fi elds that 
Internet of things applications and technologies can be 
applied to, because it is regarded one of the most sig-
nifi cant requirements of human life and even organisms 
such as animals and others. Thus, providing medical and 
health care and medical treatment services represent 
an obsession for governments. With the existence of 
equipment and devices connected to Internet of things 
, improving medical care services can be easily applied 
through achieving communication between patients and 
medical care providers and following-up patients online 
in some diseases that do not require the patients to be 
present in hospitals for so long. Such as cancer diseases 
with children as the hospital take the daily readings 
through connecting the device provided for the patient 
at his home. The same can be applied to the rest of spe-
cialties in which the Internet of things can be used in 
providing medical advices and correcting some wrong 
procedures. 

In industrial sector, the need to use Internet of things 
in production, distribution and operation works and 
controlling the multiple industries whether computers, 
equipments, transportation means or safety equipment 
has largely increased. Internet of things is to be con-
nected to a great quantity of huge data that include ori-
gin and post-use data. It is known that huge data needs 
Internet of things services to reuse, control and analyze 
these data. Internet of things is of great importance to 
artifi cial intelligence as it is regarded the resource of 
improving it and the most important means for artifi cial 
intelligence operators. The same applies to computer and 
programming works. 

Without Internet of things, a lot of ideas and develop-
ment projects will be just dreams. Internet of things can 
be used to control robots, perform a lot of works in secu-
rity, industrial and medical fi elds and others. Internet of 
things will be one of the most important applied tech-
nologies in managing and controlling the house, turn-
ing off and on air conditioning, lighting equipment and 
surveillance cameras, opening and closing doors and 
windows and moving movable devices and equipment 
connected directly to Internet of things. Thus, Internet 
of things will be in the heart of controlling many things 
in life. 

Internet of things has many advantages including but 
not limited to the following:Internet of things saves time, 
effort and money through enabling individual and organ-
ization to control things online in order to work effi ciently. 
Internet of things also makes harmony between things 
through sensors connected by the internet. This advan-
tage saves time, effort and money. Internet of things frees 
a human from time and place constraints as he can man-
age and control things through internet protocol without 
the need to be in their places and to manage directly, if he 
gave instructions in advance. 

Internet of things can work through using smart 
phones, other handheld devices, and generations of 
data transmission services by phones and software that 
depend on satellite systems or GPS. Internet of things 
researchers managed to develop tools, software and con-
versational Language between things, which led to what 
is known today as Internet of things. 

The things that work through internet are all tangible 
and material things (smart things), which are connected 
through the network. These things can be recognized 
through labeling clear and fi xed IP addresses on them. 
For example; cars, television, goggles Google and differ-
ent household tools such as fridges, Washing machines, 
alarms, houses entrances, air conditioning, goods, prod-
ucts at shops shelves, animals in farms and any other 
thing meant to be managed, monitored or interacted 
with electronically through software and sensors that 
can be connected to the network. Therefore, all the previ-
ously mentioned things can collect and exchange date. 
A human in this case is the sole benefi ciary of all these 
understandings and connections between things that 
are connected through the internet. These things can be 
monitored and controlled through smart phones applica-
tions. Once again, all these things whether in airports, 
roads, shops, hospitals, schools, universities, homes and 
places of work became under control and can be managed 
and controlled through Internet of things by using mobile 
phones or any means that is connected to the internet. 

Technical developments in information services fi eld 
resulted in a clear change in information system spe-
cialist works and those who work in the fi eld of Ref-
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erence Data Services at information institutions. Infor-
mation institutions must cope with these developments 
and adapt its services to meet the needs of benefi ciaries 
according to the most updated technical developments 
especially the development of Internet of things applica-
tions.

Internet of things can be applied in the fi eld of infor-
mation services in all organizations through supplying 
things used and concerned by benefi ciaries and informa-
tion institutions employees with suitable sensors. Com-
munication devices can be connected to these things 
through the internet to perform its required works such 
as information, reservations, recall and return of tradi-
tional and electronic Information Resources, in addition 
to fi nding lost or displaced information. These works 
also include controlling the internal environment in 
terms of lightening, air conditioning, opening and clos-
ing doors, monitoring in and out the library and collect-
ing the number of visiting the library or using a defi nite 
source by one or more users. In addition to that, Internet 
of things develop group works, technical procedures and 
many other things, and it is clear enough that Internet of 
things revolution can be used in all areas of life.

Internet of things enables a human to things effec-
tively and easily whether closely and remotely. Internet 
things or networked things as stated by [9] are every-
thing that can be recognized by the internet by known 
internet protocols. A human in this case is the sole ben-
efi ciary of all these understandings and connections 
between things that are connected through the internet. 
As a kind of science fi ction, a human himself can be a 
“thing”, if he or his surroundings is labeled by a defi -
nite Internet address as glass, watch, bracelet, electronic 
cloths or medical equipment labeled whether on or in 
his body. 

The concept of Internet of Things (Internet of things) 
was initially raised by Kevin Ashton in the early 2000s 
while working on a project for Proctor and Gamble to 
improve their supply chain management by linking RFID 
data to the Internet. In January 2000 LG announced 
plans for fi rst Internet connected refrigerator. In 2005, 
International Telecommunications Union (ITU) took cog-
nizance of the development and mentioned about ‘Inter-
net of things’ in a published International Telecommuni-
cations Union report. In 2008, IPSO alliance was formed 
to promote the use of Internet Protocol (IP) networked 
devices in energy, consumer, healthcare and industrial 
applications. In 2012 IPv6 (Internet Protocol version 
6) was launched7, which made it possible to assign IP 
address to every atom on this earth without having any 
constraints, thus ensuring connectivity between and 
across millions of devices.

Internet of things is expected to be used quickly as a 
source of things that are connected through the internet. 

The importance of Internet of things is generally attrib-
uted to the several reasons or factors, including but not 
limited to the following:Internet of things works by con-
necting things through private identifi cation.Internet of 
things does not differ largely from RFID data as work-
ers in information institutions fi nd them quite similar. 
Both technologies track things through sensors that can 
be connected online. However, in the Internet of things, 
connection between things and devices is only done 
through the internet.

Internet of things is regarded as an effective means to 
solve some problems that hinder the traditional institu-
tions such as loosing things or not fi nding them if they 
are not placed in their usual places. Internet of things 
can promote the relation between a reader and a book 
based on the famous concept of Ranganathan (i.e. book 
for every reader). A reader can access his book through 
Internet of things before any other person through 
the advance reservation. In the future, a book can be 
instructed to move toward the direction of the reader, if 
there are robots to serve readers and bring them books 
on their tables. Internet of things represents a success-
ful means of effective marketing for its services through 
connections between things and persons registered with 
it continually. 

The future under the Internet of Things (IOT):After the 
processes of research making, education and rest of life 
areas have transformed from the traditional way to using 
the computer at all its development stages, the world 
became ready to move to the next stage represented in 
technical developments. These technical developments 
moved from using handheld devices, smart phones, and 
social media applications through IOT, which reveals 
many changes in human Life style, pattern and works 
largely. 

Al Nasser [10] Indicates that the people in the world 
now live in the age of smart devices and mobile phones, 
which expected to continue for several years, but there 
is a great transformation to what we may describe as the 
Internet of Things (IoT). Internet of things has started 
to appear now, that is to say that some things we use 
have the ability to be connected to the internet such 
as watches, televisions, glasses and many other things. 
Internet of things concept includes all things that we 
can imagine for examples; cloths, furniture, household 
utensils, streets, a human himself and any other thing 
that can be labeled by electronic sensors to be connected 
to the internet. 

Al Nasser [10] adds that the expectations of using 
the Internet of Things will be amazing in the future. By 
2020, the capacity of Internet of things market will excel 
the markets of mobile phones, computers and tablets and 
the fi nancial revenue or sales of Internet of things mar-
ket will exceed 600 billion dollars. Data that will arise 
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out of using the Internet of things will be more than 
40.000 Exabyte of huge data; this number equals 40 tril-
lion Gigabytes now, which is a very huge storage area.

The applications of internet of things in organizations 
and institutions:Hawkins, Don [11] states that Internet of 
things will provide many services expected to develop 
organizations and information institutions including but 
not limited to the following:

• Controlling electronic Inventory:

 Internet of things can ease and adjust control-
ling electronic Inventory by the ability to contact, 
follow-up and manage the inventory materials 
and receive the data related to the revenues and 
expenses of the inventory permanently and accu-
rately.

• Organizations can make payment and registra-
tion fees related to participating in training and 
educational events through its respective applica-
tion. Organizations can also enable benefi ciaries to 
pay all fi nancial dues for services that require fees 
and pay fi nes if any through electronic portal. In 
addition, benefi ciaries can register in activities, get 
registration card and choose lectures and work-
shops that they want to attend and so on by the 
applications of such organizations or even general 
applications.

• One of the services provided by Internet of things 
is the possibility to access the electronic portal and 
ratify the identifi cation of the benefi ciary by the 
contact between the benefi ciary recognized by his 
identifi cation and Electronic Library through the 
internet. Electronic Library through the internet 
enables the benefi ciary after recognizing his iden-
tifi cation to read and benefi t from the electronic 
sources. 

• Internet of things eases access to the required sub-
jects in an organization. Such service is based on 
the Internet of things applications, which allows 
the benefi ciary to track the subject through RFID 
data labeled on the subject and then determine its 
place through the digital map of the site.

• Mobile devices applications, which contribute 
to developing services, enable the benefi ciary to 
perform many operations and requests, get their 
results, and communicate directly with the rele-
vant employee. An authorized benefi ciary can get 
the information, articles and electronic references 
from information centers electronically through 
using applications of mobile devices. applications 
of mobile devices is only allowed to recognize the 
benefi ciary and confi rm his identifi cation, then 
send the digital content to his device only for 
reading, not to be saved or copied and paste, in 

order to preserve the intellectual property rights 
of different authors. Mobile handheld devices con-
nected directly to the Internet of things achieve all 
of that [12].

Challenges of Internet of things (IOT):
Concern and fear are ones of the dangerous factors 

surround any developments provided by information 
institutions in favor of the internet of things. A lot of 
benefi ciaries suffer from such fear. Here,Rainie [13] 
refers to many factors considered as a source of fear 
resulting from the use of internet of things applications 
that affect on work sequences in the current time, Such 
as:

• Over use of internet of things may cause wide 
piracy and exploit any available cavities to disrupt 
services, as well as make information acquisitions.

• There is a growing concern about the capacity of 
maintaining privacy because of the use of internet 
of things, for it causes a disclosure of personal or 
sensitive information. 

• The service’s security standard and the ability to 
overcome any circumstances lead to lack of com-
munication between things.

• The extent of bad effects resulting from the use of 
internet of things in major fi elds such as: heath, 
education, banks etc… such as the unintended mis-
takes or hacking websites and control things by 
others.

• The capacity of hacking many of networks con-
nected to things via internet.

• Possibility of threatening many fi elds that use 
internet of things; security, health and banking 
sector with malware programs.

• There are concerned fears that tweak internet of 
things in order to service non-standard work such 
as: hacking and unorganized way to get informa-
tion, in addition to manipulate borrowing and 
recovering processes in the information institu-
tions.

• Things and communication sets connected to the 
internet of things are increasingly in growth. In 
the future, the control over these sets will be con-
fusing. Thus, the entities that willing to invest in 
internet of things: including information institu-
tions will be worried.

6-Conclusion, Future works and Recommendations: The 
study concluded many fi ndings divided in two impor-
tant sections. 

First, challenges that face Internet of things, which 
indicate that the huge quantity of data around the world 
may raise concerns about privacy and human abilities 
to control and manage their own private lives continu-
ally. Also, the desire of commercial companies and else 
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to track and target the behavioral Pattern of human 
connected to the Internet of things and exploit it to 
realize signifi cant gains is regarded one of these chal-
lenges. Many benefi ciaries may not access quickly to the 
Internet of things due to challenges related to complex 
networks. The expansion in using the Internet of things 
may increase the number of cyber attacks, exploit any 
possible faults to break down some or all services and 
posses data related to the benefi ciaries. Using Internet 
of things may disclose or publish some personal and 
sensitive information; therefore, there is a great concern 
about the ability to maintain privacy. 

There is also a concern about the continuity of the 
service and being not affected by any circumstances that 
may arise or lead to not connection or week connections 
between things. The bad effects of Internet of things on 
important areas such as; health, education, banks and 
else in terms of unintended faults, hacking networks 
or letting others control things is regarded one of these 
challenges. In addition to that, the contemporary reality, 
especially in our Arab societies, which is not yet ready 
to activate the Internet of things applications on a large 
scale. This is due to the lack of readiness of the auto-
mated systems to include these applications except for 
RFID data technology. All networks connecting things 
with the internet can be penetrated. Malware programs 
may target many areas benefi ting from the internet in 
banking, health and security sectors.

Nowadays, the number of things and devices con-
nected to the internet is becoming increasingly signifi -
cant, and controlling them in the future is not so clear, 
and that results in a great concern with the entities that 
desire to invest in the Internet of Things. The issue of 
unifying communication standards and protocols in 
order to enable everything to participate and commu-
nicate with a each other is a huge challenge for com-
panies investing in the Internet of things sector. Using 
the Internet of things is still under some concerns and 
fears, especially when we speak of the issue of privacy, 
security and piracy (which represents a great obsession 
for entities desiring to invest in Internet of things appli-
cations). Using the Internet of things requires an expen-
sive fi nancial cost, and the related technical support and 
training for employees is quite diffi cult. 

Second: this section discusses the advantages and 
benefi ts of Internet of Things on the contemporary real-
ity, as the Internet of Things can effectively contribute 
to developing services of institutions and organizations 
in several areas including the ability to track things lost 
or placed in wrong places through the feature of track-
ing things offered by the Internet of Things. This reduces 
time and efforts of relevant persons and keeps things 
from being lost. Internet of things can identify the site 
of the benefi ciary to provide his required services online, 

answer his questions or even deliver things to him. A 
benefi ciary can download the map of thing site and fi nd 
it in the market, organization or city by the feature of 
tracking things. Self-operations in most services and 
needs can be done independently without intervention 
by humans whether by devices provided by institutions 
and organizations in their sites or in public places or 
by their relevant application on the smart phone of the 
benefi ciary.

By using Internet of things, a benefi ciary can rec-
ognize due amounts as fi nes or amounts against paid 
services and pay the same electronically through the 
application of the organization. A benefi ciary can also 
control the temperature and lightening of a place online 
the application related thereto according to the avail-
able potentials. A benefi ciary can also register in differ-
ent workshops and activities and get entry card online. 
Internet of things also enables the benefi ciary to access 
virtually all kinds of electronic or printed information 
sources available at information centers and book what-
ever he desires. Employees’ performance in organiza-
tions can be adjusted and followed-up through the fea-
ture of tracking things connected to their smart phones 
or to things they were assigned to transfer or store for 
example. The benefi ciary can register requests that he 
desires to get from shops, libraries, pharmacies or any 
other places through the smart phone application of the 
organization, and the application will communicate with 
the organization system at the stated times and request 
to reserve these things and send them to the benefi ciary 
or identify its delivery site. 

The second section refers to that the Internet of 
Things can contribute to serving the community and 
forming collaboration groups in several areas of com-
mon interests through defi ning the identifi cations and 
places of peers who are connected to the Internet of 
things and specialized in the same major or share defi -
nite interests with the benefi ciary. The benefi ciary can 
recognizes his peers, communicate with them and form 
work groups without prior knowledge. Internet of things 
also develops the abilities of artifi cial intelligence, 
which resulted in increasing the number of things con-
nected to the internet and devices equipped with sen-
sors worn by human to identify their identifi cations and 
addresses. These devices produced and will continue to 
produce a great quantity of huge data to enable ser-
vice entities to communicate permanently with the ben-
efi ciaries in areas of health, education and other ser-
vices, especially the services provided by information 
institutions.

Based on the current study fi ndings, it is recom-
mended that further studies should be carried out to 
deal with the issue of enabling the Internet of Things to 
provide more services that cope with the requirements 
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and ambitions of planners to develop the contempo-
rary reality and its applications. It is also recommended 
to raise awareness of the role of the Internet of Things 
in developing activities and services in all areas of life 
through workshops, specialized fairs, and share experi-
ences that managed to use the Internet of Things appli-
cations. It is also recommended to develop and process 
the automated systems of different organizations and 
institutions to be able to comply with the requirements 
of the Internet of Things applications. Many seminars 
and Symposiums should be held to discuss the services 
of Internet of things to discover more promising chances 
and handle diffi culties that hinder using the Internet of 
things. Finally, it is very important to study the concerns 
that threaten the investment of the applications of the 
Internet of Things in different services and operations 
that affect the environment and the contemporary real-
ity and try to fi nd solutions to them.
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INTRODUCTION

In the last few decades, new information and commu-
nication technologies have taken the world of entrepre-
neurship by storm. The market dynamics and the com-
petitiveness of businesses-be they established companies 
or startups- have been challenged by the increasing 
power of the Internet and Internet-based social media. 
These new technologies have a signifi cant impact on 
how entrepreneurs operate and how they interact with 
each other [1]. They provide new ways of fi rm-to-fi rm 
communication, information sharing and thus link com-
panies to the different players in the ecosystem [1][2][3].

Social media is a set of “virtual communities” that 
allow users to sign up for a public profi le and establish 
a network of relationships with people of same interests 
[4]. Advances in information technologies, such as the 
advent of Web 2.0 and the rise of social media applica-
tions (Facebook, LinkedIn, Twitter, Slack etc.) have rev-
olutionized the communication landscape. People can 
now connect with their real-life friends or make new 
friends with whom they interact and exchange news. It 
is noteworthy; however, that social media have more to 
them than mere chatting and networking. Their impact 
on news, politics, economy and marketing should not be 
downplayed [5]. For instance, social media have mod-
ernized business management and strategic thinking, 
and they have introduced a new form of fi rm-to-fi rm 
and fi rm-to-ecosystem communications [6]. It is for this 
reason that social media are being hailed as great asset 
for individual entrepreneurs who are wary of entering 
the market [7]. They help attenuate uncertainty and give 
new businesses a good start-up [8]. Moreover, social 
media allow the entrepreneur to diversify their commu-
nication tactics, claim new customers and manage crises 
[5]. In today’s competitive and complex business world, 
entrepreneurs need to be constantly present on social 
media to interact with their customers and communicate 
with the different stakeholders [9]. By increasing their 
presence on social media, entrepreneurs increase their 
crisis management skills.

 The number of social media applications and plat-
forms is increasing every day. To ensure their sur-
vival, these applications and websites work hard to 
offer unique features that make them stand out from 
the rest. Each of these applications seem to provide its 
users with different functions and uses. For example, 
Facebook is now considered as the largest online-based 
social network with 2.2 billion active users per month. 
Its uniqueness lies in the way it allows friends and fam-
ily to connect and communicate easily. Other platforms, 
such as LinkedIn, choose to focus on professional mat-
ters to enrich the job market with growing individual 
experience [10]. However, Twitter seems to be the best 

platform for entrepreneurs due to its follow and share 
feature [7].

This paper is motivated by the scarcity of literature on 
the role of social media in the entrepreneurial ecosystem. 
This paper is a content analysis that seeks to systematize 
the studies carried out on the use of social media in the 
entrepreneurship ecosystem. It defi nes the entrepreneurial 
ecosystem in detail to establish the link between social 
media and the ecosystem. Then, it reviews and analyzes 
twenty-four studies carried out on the issue. Finally, it 
reports the latest fi ndings and fi nding the gap in the lit-
erature, which will enlighten future researches.

To ensure relevance and replicability, this paper 
adopts a systemic approach. A systemic review refl ects 
a satisfactory trustworthiness of the existing body of 
literature [11]. This approach has as its purpose to dis-
cover, summarize and analyze any relevant literature in 
the light of transparency and replicability [11].

The remaining parts of this paper are organized as fol-
lows: section 2 discusses the theoretical background. Then, 
Section 3 explains the methodology, which followed in 
this paper. Section 4 defi nes the entrepreneurial ecosys-
tems based on previous studies. Finally, section 5 reviews 
and analyzes the studies carried out on the issue of using 
social media by entrepreneurial ecosystem stakeholders.

BACKGROUND

In this section, the research discusses the theoretical 
background that defi nes SMEs and its role in economic 
growth, the important of social media in the business 
world, and the relation between the entrepreneurs’ suc-
cess and their social relationship.

Small & Medium-Sized Enterprises (SMEs)

There is a signifi cant variance in the way SMEs are 
defi ned. It seems that the notion of SME defi es formal 
defi nitions [12]. Different criteria are used to defi ne this 
type of business, such as the amount of economic activ-
ity, status within the country [13], capital assets, labor 
skills, level of turnover, legal status, method of produc-
tion and type of activity [12]. Whatever the defi nition 
may be, it is evident in the literature that SMEs play 
an important role in the economy of any nation. These 
types of businesses have a high potential to generate 
job, provide jobs, increase export and bring innovations 
for Young. SMEs are a fertile ground to experiment with 
new forms of innovation in order to empower young 
entrepreneurs. This cannot be achieved unless a strong 
supply chain is created to improve competitive [13].

Social Media

Social media becomes essential for business [13]. Face-
book and Twitter are considered the most used social 
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media [10]. However, Twitter seems to be the best plat-
form for entrepreneurs due to its follow and share fea-
ture [7].

Twitter is a microblogging platform that offers an 
effective way for people to interact through the creation 
and sharing of tweets. Its effectiveness is enhanced by 
its 280-character limit that suits people who are looking 
for quick, precise and to the point information [7]. The 
character limit increases the speed and the frequency of 
tweets on a daily basis [14]. Moreover, Twitter allows its 
users to choose whom and what to follow and once fol-
lowing is done, the follower will automatically receive 
all updates of the followed user, including tweets, news 
and information. This feature makes the microblogging 
application an effective tool to disseminate information 
[15] and to enjoy transparency with little or no fi lter-
ing of the content [16]. This accounts for the popular-
ity of Twitter in the business world as communication 
platform between companies and their customers and 
between companies and the different stakeholders. In 
fact, a review of the biographical profi les of Twitter’s 
most active members reveals that the majority of them 
introduce themselves as entrepreneurs [7].

S ocial media is, then, an asset in the hands of young 
entrepreneurs who seek to connect with their ecosys-
tems. This research hypothesizes that social media have 
radically changed the entrepreneurial ecosystem, which 
is in line with the fi ndings of many studies [8] [7]. Tra-
ditional forms of communication within the ecosystem 
were ineffi cient, which slackens economic growth and 
sustainability. The ineffectiveness of the ecosystem in 
the pre-social media era made it diffi cult for entrepre-
neurs to access and share information [1]. The idea of 
this research was born out of the intersection between 
social media and the business world. Given the effec-
tiveness of social media (Twitter in particular) as a com-
munication platform, startups should employ it to build 
and extend a large network of business relationships. 
The assumption behind this research is that Twitter can 
be effectively used to enhance fi rm-to-fi rm and fi rm-to-
ecosystem interaction for SMEs.

Social Networks and Entrepreneurial Activities

The use of social network in entrepreneurial activities 
is growing in importance. There have been numerous 
studies on how social networks benefi t entrepreneurial 
activities [17]. It has been found that social networks 
or social relationships help entrepreneurs to have access 
not only tangible resources, such as labor and capital 
[18], but also to intangible resources, including social 
support, information, reputation and risk-taking hab-
its [18][19]. Moreover, social networks make it possible 
for entrepreneurs to create new business ideas [20], and 
enhance business performance [19]. Another way these 

networks can benefi t business is by alleviating demand 
uncertainty and enlightening decision-making [21]. 
Access to venture capitalists is another key benefi t pro-
vided by social networks as investors are more likely to 
be interested in business proposals by people in their 
networks [22]. Intangible resources, such as knowledge 
and experience through social networks are also key 
factors of the success of startups [23]. It can be argued, 
therefore, that having strong network connections is a 
prerequisite to success.

Analysis Methodology

This paper is a content analysis that seeks to systema-
tize the studies carried out on the use of social media in 
the entrepreneurship ecosystem. The research consists of 
three sections. The fi rst section defi nes the entrepreneur-
ial ecosystems based on previous studies. This defi ni-
tion seeks to establish the link between social media and 
the ecosystem. The second section reviews and analyzes 
twenty-four studies carried out on the issue. This section 
aims at reporting the latest fi ndings and fi nding the gap 
in the literature, which will enlighten future researches.

Understanding the Entrepreneurial Ecosystem

Entrepreneurship plays a vital role in the economic 
growth and stability of any nation. It is through entre-
preneurship that the gaps and the shortcomings of the 
national economic systems are addressed. The launch-
ing of new businesses should aim at fi lling these gaps. 
However, entrepreneurship is not a unilateral process, 
as it is contingent on the environment in which the 
entrepreneur operates. For instance, the success of Sili-
con Valley is largely due to the systematic cooperation 
between venture investors, entrepreneurs, researchers, 
anchor companies and business supporters [24]. These 
key players make up what is referred to in the literature 
as the “entrepreneurial ecosystem” [25]. It is a socio-eco-
nomic framework, with different actors who collaborate 
together to promote initiatives and entrepreneurship at 
the local level. However, what these actors really are has 
been a matter of variance among scholars.

There have been several attempts at defi ning and 
understanding the entrepreneurial ecosystem. The diver-
sity of studies on the topic refl ects two verities about the 
ecosystem. First, the entrepreneurial ecosystem is not a 
constant entity. It is a multifarious concept that adjusts 
to the socio-economic changes, which accounts for the 
addition of new factors in every new study. Second, 
the ecosystem is culture specifi c. The actors that affect 
entrepreneurship vary from one geographical region to 
another.

One of the fi rst theories of the ecosystem as a systemic 
entity recognizes it as a complexity of actors (basically 
environmental) that determine the regional performance 
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of the ecosystem [26]. This conceptualization stresses the 
locality or the regionalism of the different factors and 
assigns a symmetrical role to each of the factors. Later 
attempts de parted from the notion of a systemic entity 
to investigate what these actors really are. For example, 
a study carried in Washington D.C. in 2001 identifi ed 
social capital, venture capital, support services of entre-
preneurship, entrepreneurs and universities as active 
players in the entrepreneurial environment of the region 
[27]. The results of this study differ from another study 
done in Boulder, CO. The latter recognizes six factors 
in the ecosystem: spin-off fi rms, networks (both formal 
and informal), incubators, culture and physical infra-
structure [28]. This concept of the ecosystem highlights 
the importance of the interaction between these six ele-
ments to create the entrepreneurial environment.

Over the last decade, interest in the entrepreneurial 
ecosystem takes a turn from identifying the different 
elements to highlighting their roles anchors for entre-
preneurial innovations and activities. For instance, 
the World Economic Forum (2013) identifi es 8 factors 
“accessible markets, human capital/workforce, funding 
and fi nance, support systems, government and regula-
tory system, education and training, universities, and 
cultural support”. All of these elements intersect with a 
previous study carried out by Isenberg [29]. Theories of 
the ecosystem continue to develop in recent years. What 
is remarkable in recent years is the tendency in the lit-
erature to use categorical labeling to group those factors 
that are similar in nature. In 2014, the ecosystem was 
defi ned as the systemic collaboration of three major fac-
tors: 1. Entrepreneurial actors (both existing and poten-
tial), 2. Entrepreneurial corporations (fi rms, banks, ven-
ture investors) and 3. Institutions (universities, public 
agencies and fi nancial institutions) [30]. The relevance 
of this categorization lies in the way it categorizes the 
factors into three types: entrepreneurship, and the type 
of support it can access either fi nancial or in the form of 
research and planning. Another attempt at categorizing 
these actors appeared in the same year from The Center 
for Rural Entrepreneurship [31]. Within this study, the 
ecosystem is the sum of the fi ve Cs: “Capital (fi nancial 
resource), Capability (entrepreneur and owner skillset), 
Connection (resource and relationship network), Culture 
(the local communities’ perception and support of entre-
preneurship) and Climate (regulatory, economic devel-
opment and policy environment)”.

In 2017, another attempt at presenting the actors in 
the form of categories was published. Within this study, 
the ecosystem is introduced as a community made up 
of two levels: the system level and the socioeconomic 
contextual level [32]. This view focuses on the socio-
economic environment as a matrix for entrepreneurship. 
This implies that entrepreneurial activities are set by 

their socio-economic environment and that these activi-
ties vary across cultures. Similarly, the factors of the 
ecosystem can be grouped into three classes: cultural 
attributes (attitudes to entrepreneurship in a specifi c 
culture as told by the success stories), social attributes 
(support from investment capital, mentors and talents) 
and material attributes (tangible support from univer-
sities and policy makers) [33]. These three categories 
are equally important and mutually-contingent in their 
support of entrepreneurship. It is noteworthy, however, 
that no defi nition of the ecosystem can be exhaustive 
unless it recognizes culture-specifi c parameters [34]. The 
dynamics of entrepreneurial ecosystem vary from one 
country to another and largely depend on the organiza-
tional context and the level of economic development. 
What these studies have tried to do is identifying the dif-
ferent actors involved in the entrepreneurial ecosystem. 
However, the nature of the relationship between these 
elements still need to be investigated.

Focusing on the constituent elements of the eco-
system does not account for the internal relationships 
between them. Studying the different ways these ele-
ments interact with each other is a necessary step if we 
were to understand the dynamics of the ecosystem. Oth-
erwise, how can such disparate elements as social capital 
and networks be reconciled? The past 5 years have been 
characterized by two tendencies in the research on the 
ecosystem. The fi rst tendency was-as discussed above-to 
classify these elements into big generic categories. The 
second tendency is a remarkable shift from an “element-
based approach” to a “connection-based approach” 
[35]. A system-based approach has signifi cant implica-
tion not only for pioneering entrepreneurs, but also for 
policymakers. It provides them with an exhaustive view 
of how the performance of a business is mediated by a 
bunch of economic activity [36]. One way of studying 
the dynamics of the ecosystem is by looking at spin-off 
from the prism of a local anchor company, like “entre-
preneurial recycling” [37]. In 2018, there was an attempt 
to account for the social connectivity among entrepre-
neurs. The connection that this study established were 
long-term and region-based [38]. The shortcoming of 
these connections is that they do not explain the day-
to-day activities of entrepreneurs. Measuring daily 
activities is a prerequisite to understand how the differ-
ent stakeholders interact with each other. What entre-
preneurs are keen to get is state of the art information 
to help them cope with the volatile nature of the market 
and technological innovations.

Soc ial Media and Entrepreneurial Ecosystem

Applying the systemic review, this revealed table1, 
which summarizes the fi ndings of twenty-four stud-
ies on the use of social media as communication tool 
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between the entrepreneurs, startups, and SMEs and the 
different stakeholders in the ecosystem. Special focus 
has been laid on startups and SMEs. A synthetical dis-
cussion sections follows the review. The attributes of the 
table are: the purpose of the study, the stakeholders and 
social media sites that targeted by the study, the sample 
size, the method that used to analysis the samples, and 
fi nally the relevant fi ndings.

Social Media Platforms and Entrepreneurship

Twitter and Facebook are the most popular social net-
works used by entrepreneurs. Their popularity in the 
entrepreneurial ecosystem can be easily ascribed to their 
popularity as social networks [39]. Accordingly, using 
these two social networks helps young entrepreneurs to 
maximize their presence in the ecosystem and to reach 
new potential customers and business partners. SMEs 
seem to be more active and present on social network 
than big companies [40]. The presence of the CEOs of 
big established companies on Twitter and Facebook is 
insignifi cant [40][39]. Moreover, entrepreneurs have 
employed different social media platforms for diverse 
reasons.

The Drivers of Social Media Adoption.

There are a few differences in the way social media is 
used in SMEs. The choice of one social platform over the 
other is determined by the type of services the platform 
provides [41]. However, there are other factors that infl u-
ence the choice of a platform, such as the geographical 
location, organizational and environmental constructs 
of SMEs [13], gender and age [42], technological and 
organizational [43].

The studies have revealed that the discourse of the 
entrepreneurs is also different across cultures [44]. For 
example, the discourse of African entrepreneurs seems 
to be loaded with negative emotions, while that of the 
entrepreneurs from the developing economies is more 
positively loaded.

The Motivations and Benefi ts for Entrepreneurs to Use 

Social Media

Entrepreneurs use social media for different reasons, 
such as mobilizing fi nancial resources, [45][46], con-
necting with potential investors in an attempt to get 
funding [47][48][49][50], connecting with other start-
ups [49]. Another use of social media was to consult 
with advisors for knowledge creation, [51], the process 
of innovation [40][43][52] and innovation capabilities 
[53], which allows them to fi nd more opportunities [54]. 
Moreover, novice entrepreneurs and CEOs of established 
companies seem to be looking for different things via 
social media: the former would search for any type of 

support from any source, while the latter is more inter-
ested in knowledge and experience [40][39][55].

Entrepreneurship Activities Analysis Techniques in Social 

Media Networks

According to the literature available, there are six tech-
niques to analyze activities on social media:

• Social Network Analysis (SNA) Techniques.
• Natural language processing Techniques.
• Grounded Theory Approaches
• Statistical Techniques.
• Case Studies Approaches.
• Hand Labeled Classifi cation.

Social Network Analysis (SNA) Techniques

 SNA is a sophisticated fi eld that joins statistics, social 
psychology, sociology, and graph theory. It is benefi cial 
in extracting insights from networks and consequently 
solving problems [56]. As to entrepreneurship on Twit-
ter, SNA was used to analyze the interaction between 
startups and organizations of support in developing 
countries. The authors used community detection algo-
rithms and measures of density to understand the inter-
connectedness of network, and Betweenness centrality 
and degree centrality to recognize the role of a specifi c 
actor in the network [1]. SNA-based metrics are also used 
to analyze the data gathered around Twitter hashtags, 
understanding the active factors and stakeholders in the 
innovation startup ecosystem [3].

To understand and identify the factors that drive 
crowdfunding, community detection algorithms were 
employed to cluster companies according to investors 
[47]. Another use of SNA was to reveal where entrepre-
neurs take information [40].

Natural language processing Technique

Natural language processing (NLP) is part of artifi -
cial intelligence (AI). NLP can understand and decode 
human language [57]. In the study context, NLP was 
used to analyze the speeches of Entrepreneurs on social 
media [44].

Grounded Theory Approaches

Grounded Theory is a research method that enables 
researchers to categorize and integrate the concerns of 
the population and produce it as theory. Simply put, the 
grounded theory provides researchers with guidelines 
to recognize categories and set relations between them. 
Thus, Grounded theory gives framework to explain the 
phenomenon under study [58]. In the current literature, 
the Grounded theory was used to Study the effect of 
social media on business leadership [9], and to study 
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how social media is used by opportunity-based entrepre-
neurs to meet their resource challenges [53].

Statistics Approaches

Statistical methods are mathematical techniques, mod-
els, and formulas. Statistical methods are used to collect, 
organize, analyze, and interpret the raw research data 
[59]. Two statistical methods are employed in the previ-
ous literatures to analysis the data; they are inferential 
statistics descriptive statistics. Descriptive statistics pro-
vide information that represent the data in a particular 
manner. Inferential statistics, on the other hand, uses 
samples of data to inferences and make generalizations 
on the populations of these samples [59].

Descriptive statistics

Descriptive statistics are used to describe a correlation 
between social networks in startups and their fi nan-
cial performance [50], the effectiveness of online social 
media among entrepreneurs in the Arab Gulf [60], to 
demonstrate that there are correlations between the UK 
startups’ activity in Twitter and the amount of invested 
they get [48], to measure the effectiveness of online 
social media among entrepreneurs in the Arab Gulf [60], 
to analyze the presence of CEOs on SNS, and their use 
of Twitter as a communication tool [39]. Identifying the 
motivations, benefi ts and intentions for entrepreneurs to 
use online social media [42].

Several studies used Partial Least Squares method 
(PLS) to describe entrepreneurships’ phenomena. PLS 
uses latent variables to estimate complex relationship of 
cause-effect models. PLS is getting popular in manage-
ment and entrepreneurship research [54].

As to entrepreneurship in social media, PLS was 
used to investigate the relation between environmen-
tal, organizational, and technology context and the 
adoption of social media by SMEs [13]. It was also used 
to discover whether the employees’ sharing knowl-
edge through social media affects the relationship 
between innovation performance and human resource 
practice [43].

A nother use of PLS was to Study the relationship 
between social networks, innovation & performance, 
and absorptive capacity [52], and to Identify the fac-
tors of the two stages of the business-creation process: 
opportunity discovery and creation [54].

Structural Equation Modeling (SEM) is another sta-
tistical description methods used to analyze structured 
relationships between latent constructs and measured 
variables [61]. For example, SME was used by [62] to 
study the relation between companies’ usage of the 
social media in their innovation process and their long-
run performance.

Inferential statistics

Ordinary Least Squares (OLS) is one of the of linear 
regression methods, it uses samples of data to infer and 
generalize on the populations. OLS estimates the obscure 
parameters in a linear regression model by reducing the 
sum of squared errors between variable being predic-
tor’s values and the values predicted by the linear func-
tion [63]. Ordinary Least Squares (OLS) were employed 
to study the relationship between social media use and 
venture capital fi nancing [49] , and to study the impact 
of social media on knowledge creation process in SMEs 
[51].

Case Studies Approaches

Case studies are in-depth investigations on individual, 
groups, events or communities. In case studies, the 
researchers gather the data from diverse sources and 
use various methods such as interviews and observa-
tions [64]. Some studies observed entrepreneurs’ behav-
iors in social media [55]. They applied a case study in 
communities of practice (COPs) to identify how entre-
preneurs express themselves and engage in conversa-
tions. Another case study of entrepreneurship activities 
in social media interviewed and studied in detail how 
SMEs in North America perceive Social media [65] .

Hand Labeled Classifi cation.

Some of authors of previous literature labeled the data 
manually to investigate impact of social media on emerg-
ing existing entrepreneurial fi rms, B2B relationship 
through resource mobilization [2], and to Investigate the 
dialogic communication between stakeholders [66].

DISCUSSION

Social media is a good way for entrepreneurs to interact 
with the other stakeholders in the ecosystem, such as 
partners, suppliers, universities, and resource providers 
[1] [2] [66] [3]. Social media as connection tool, can also 
allow entreprneurs to reach out to acutal or potential cus-
tomers for feedback and inquiries [60][65]. It is remark-
able also that startups are more active on Twitter than 
established companies, which will have a positive effect 
on their performance in the long run [62]. This is all the 
more so given the fact that social media positively affect 
the entrpreneurual leadership both intra-orgnaizational 
and inter-organizational [9]. What seems to be evident, 
however, is the effectiveness of social media in connect-
ing the key actors in the entrepreneurial ecosystem in 
many aspects. This can range from crowdsourcing, to 
crowdfunding, to marketing. Accordingly, communica-
tion channels between SMEs and the whole ecosystems 
have to be in place. However, researches on this topic 
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is still in its infancy. While the studies reviewed in this 
paper have managed to establish correlations between 
social media and the ecosystem, their work is largely 
quantitative. What still needs to be studied is the poten-
tial of Twitter to create an interactive entrepreneurial 
ecosystem.

C ONCLUSION

This paper is motivated by the scarcity of literature on 
the role of social media in the entrepreneurial ecosys-
tem. Through a systemic approach, the paper has dem-
onstrated that -so far- research has focused on deter-
mining the different actors in the ecosystems and on 
demonstrating the effective use of social media in the 
ecosystem. Empirical evidence on the use of social media 
in the ecosystem is relatively scarce. What has been 
understood is the role of Twitter to create an interactive 
entrepreneurial ecosystem. Further research is needed to 
explore the perspective of each stakeholder in the eco-
system to use the social network, especially in identify-
ing the obstacles and barriers that hamper them. Moreo-
ver, most of the studies reviewed in this paper made a 
quantitative approach, focusing on the frequency of the 
use of Twitter by SMEs. The effects and the motivations 
behind using Twitter in the ecosystem are better grasped 
when approached qualitatively.
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ABSTRACT

The objective of the current thesis is to fi nd the best fi lter of the digital image in a fast way. Image restoration concerns 
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INTRODUCTION 

All kinds of fi lters have been tested to select the one that 
gives the best fi ltered image quality. The z-transform is 
useful for the manipulation of discrete data sequences 
and has acquired a new signifi cance in the formulation 
and analysis of discrete-time systems. It is used exten-
sively today in the areas of applied mathematics, digital 

signal processing, control theory, population science, 
and economics. These discrete models are solved with 
difference equations in a manner that is analogous to 
solving continuous models with differential equations 
[7]. System analysis in frequency domain can also be 
more convenient as differentiation and integration oper-
ations are performed through multiplication and division 
by the frequency variable respectively. Furthermore the 
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transient and the steady state characteristics of a system 
can be predicted by analyzing the roots of the Laplace 
transform or the z-transform, the so-called poles and 
zeros of a system. A special feature of the z-transform 
is that for the signals and system of interest to us , all 
of the analysis will be in terms of ratios of polynomial. 
Working with these polynomials is relatively straight 
forward. Digital fi ltering is a widely used technique that 
is common in many fi elds of science and engineering.
[10] Filters remove unwanted signals and noise from a 
desired signal. There are many different kinds of fi lters, 
including mean, median and wiener fi lters. 

Aspects of Image Processing

Modern digital technology has made it possible to 
manipulate multi-dimensional signals with systems that 
range from simple digital circuits to advanced parallel 
computers. The goal of this manipulation can be divided 
into three categories:

• Image Processing (image in -> image out)
• Image Analysis (image in -> measurements out)
• Image Understanding (image in -> high-level 

description out)

An image may be considered to contain sub-images 
sometimes referred to as regions-of-interest, ROIs, or 
simply regions. This concept refl ects the fact that images 
frequently contain collections of objects each of which 
can be the basis for a region. In a sophisticated image 
processing system it should be possible to apply specifi c 
image processing operations to selected regions. Thus 
one part of an image (region) might be processed to sup-
press motion blur while another part might be processed 
to improve color rendition. Sequence of image process-
ing:

Most usually, image processing systems require that 
the images be available in digitized form, that is, arrays 
of fi nite length binary words. For digitization, the given 
Image is sampled on a discrete grid and each sample 
or pixel is quantized using a fi nite number of bits. The 
digitized image is processed by a computer. To display 

a digital image, it is fi rst converted into analog signal, 
which is scanned onto a display.

Before going to processing an image, it is converted into 
a digital form. Digitization includes sampling of image 
and quantization of sampled values. After converting the 
image into bit information, processing is performed. This 
processing technique may be Image enhancement, Image 
restoration, and Image compression.38

Image Enhancement:

It refers to accentuation, or sharpening, of image fea-
tures such as boundaries, or contrast to make a graphic 
display more useful for display & analysis. This process 
does not increase the inherent information content in 
data. It includes gray level & contrast manipulation, 
noise reduction, edge crispening and sharpening, fi lter-
ing, interpolation and magnifi cation, pseudo coloring, 
and so on.

Image Restoration:

It is concerned with fi ltering the observed image to min-
imize the effect of degradations. Effectiveness of image 
restoration depends on the extent and accuracy of the 
knowledge of degradation process as well as on fi lter 
design. Image restoration differs from image enhance-
ment in that the latter is concerned with more extraction 
or accentuation of image features.

Image Compression:

It is concerned with minimizing the number of bits 
required to represent an image. Application of compres-
sion are in broadcast TV, remote sensing via satellite, 
military communication via aircraft, radar, teleconfer-
encing, facsimile transmission, for educational & busi-
ness documents, medical images that arise in computer 
tomography, magnetic resonance imaging and digital 
radiology, motion, pictures, satellite images, weather 
maps, geological surveys and so on.

Model of Image Degradation

In the spatial domain, we might have an image f(x,y) 
and a spatial fi lter h(x,y) for which convolution with the 
image results in some form of degradation. For example, 
if h(x,y) consists of a single line of ones, the result of the 
convolution will be a motion blur in the direction of the 
line [8].

Thus we may write g(x,y) = f(x,y) * h(x,y) for the 
degraded image, where the symbol * represents spatial 
fi ltering. However, this is not all. We must consider 
noise, which can be modeled as an additive function to 
the convolution. Thus if n(x,y) represents random errors 
which may occur, we have as our degraded image:

),(),(),(),( yxnyxhyxfyxg 
Figure 1. Model of the image degradation/
restoration process 
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We can perform the same operations in the frequency 
domain, where convolution is replaced by multiplica-
tion, and addition remains as addition, because of the 
linearity of the Fourier transform.

Thus G(i,j) = F(i,j) H(i,j) + N(i,j)  represents general 
image degradation, where of course F, H and N are the 
Fourier transforms of f, h and n respectively.

If we knew the values of H and N we could recover F 
by writing the above equation as 

),(/)),(),((),( jiHjiNjiGjiF  .

However, as we shall see, this approach may not be 
practical. Even though we may have some statistical 
information about the noise, we will not know the value 
of n(x,y) or N(i,j) for all, or even any, values. As well, 
dividing by H(i,j) will cause diffi culties if there are val-
ues which are close to, or equal to, zero,(see the fi gure 
below).

Z-Transform

The structure and features of the given signal may be 
better understood by transforming the data into another 
domain. In general the Z-transform of any function 
written explicitly can be found for a set of frequencies 
in a certain domain at our choice. Applying any of the 
fi lters, we use the Z-transform for specifi ed intervals. 
Then we take the inverse Z-transform to get the required 
fi ltered image. The results are promising and make you 
think of using different fi lters or different transform.
We set the z-transform at some specifi ed frequencies, 
which are connected the grid distance used in the image 
display. [2] System analysis in frequency domain can 
also be more convenient as differentiation and integra-
tion operations are performed through multiplication 
and division by the frequency variable respectively. [11] 
Furthermore the transient and the steady state charac-
teristics of a system can be predicted by analyzing the 
roots of the Laplace transform or the z-transform, the 
so-called poles and zeros of a system. A special feature 
of the z-transform is that for the signals and system of 
interest to us. all of the analysis will be in terms of ratios 
of polynomial. Working with these polynomials is rela-
tively straight forward. [9] 

Noise in Digital Images

Digital images are prone to a variety of types of noise. 
Noise is the result of errors in the image acquisition pro-
cess that result in pixel values that do not refl ect the true 
intensities of the real scene. There are several ways that 
noise can be introduced into an image, depending on 
how the image is created. For example:

• If the image is scanned from a photograph made 
on fi lm, the fi lm grain is a source of noise. Noise 

can also be the result of damage to the fi lm, or be 
introduced by the scanner itself.

• If the image is acquired directly in a digital format, 
the mechanism for gathering the data (such as a 
CCD detector) can introduce noise.

Amplifi er Noise (Gaussian Noise)

The standard model of amplifi er noise is additive, 
Gaussian, independent at each pixel and independent of 
the signal intensity. In color cameras where more ampli-
fi cation is used in the blue color channel than in the 
green or red channel, there can be more noise in the 
blue channel .Amplifi er noise is a major part of the “read 
noise” of an image sensor, that is, of the constant noise 
level in dark areas of the image[3] [4].

Salt-and-Pepper Noise

An image containing salt-and-pepper noise will have 
dark pixels in bright regions and bright pixels in dark 
regions [4]. This type of noise can be caused by dead 
pixels, analog-to-digital converter errors, bit errors in 
transmission, etc. This can be eliminated in large part 
by using dark frame subtraction and by interpolating 
around dark/bright pixels.

Speckle Noise

Speckle noise is a granular noise that inherently exists 
in and degrades the quality of the active radar and syn-
thetic aperture radar (SAR) images. Speckle noise in 
conventional radar results from random fl uctuations 
in the return signal from an object that is no bigger 
than a single image-processing element. It increases the 
mean grey level of a local area. Speckle noise in SAR 
is generally more serious, causing diffi culties for image 
interpretation. It is caused by coherent processing of 
backscattered signals from multiple distributed targets. 
In SAR oceanography [5], for example, speckle noise is 
caused by signals from elementary scatters, the grav-
ity-capillary ripples, and manifests as a pedestal image, 
beneath the image of the sea waves.

Different Types of Filters

In this section we review the different types of fi lter.

MEAN FILTER

Can use linear fi ltering to remove certain types of noise. 
Certain fi lters, such as averaging or Gaussian fi lters, are 
appropriate for this purpose. For example, an averaging 
fi lter is useful for removing grain noise from a photo-
graph. Because each pixel gets set to the average of the 
pixels in its neighborhood, local variations caused by 
grain are reduced. Conventionally linear fi ltering Algo-
rithms were applied for image processing. The funda-
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mental and the simplest of these algorithms is the Mean 
Filter as defi ned in [6].The Mean Filter is a linear fi lter 
which uses a mask over each pixel in the signal. Each of 
the components of the pixels which fall under the mask 
are averaged together to form a single pixel. This fi lter 
is also called as average fi lter. The Mean Filter is poor in 
edge preserving. The Mean fi lter is defi ned by:

where (x1,...,xN) is the image pixel range. Generally linear 
fi lters are used for noise suppression.

MEDIAN FILTER

The Median fi lter is a nonlinear digital fi ltering tech-
nique, often used to remove noise. Such noise reduc-
tion is a typical preprocessing step to improve the results 
of later processing (for example, edge detection on an 
image). Median fi ltering is very widely used in digital 
image processing because under certain conditions, it 
preserves edges whilst removing noise. The main idea of 
the median fi lter is to run through the signal entry by 
entry, replacing each entry with the median of neighbor-
ing entries. Note that if the window has an odd number 
of entries, then the median is simple to defi ne: it is just 
the middle value after all the entries in the window are 
sorted numerically. For an even number of entries, there 
is more than one possible median. The median fi lter is a 
robust fi lter. Median fi lters are widely used as smooth-
ers for image processing, as well as in signal processing 
and time series processing. A major advantage of the 
median fi lter over linear fi lters is that the median fi l-
ter can eliminate the effect of input noise values with 
extremely large magnitudes. (In contrast, linear fi lters 
are sensitive to this type of noise - that is, the output 
may be degraded severely by even by a small fraction of 
anomalous noise values) [6]. the output y of the median 
fi lter at the moment t is calculated as the median of 
the input values corresponding to the moments adjacent 
to t:

))2/(),...,(),...,1(),2/((()( 1 TtxtxTtxTtxmedianty 

wheret is the size of the window of the median fi lter. 
Besides the one-dimensional median fi lter described 
above, there are two-dimensional fi lters used in image 
processing .Normally images are represented in discrete 
form as two dimensional arrays of image elements, or 
“pixels” - i.e. sets of non-negative values Bij ordered by 
two indexes –

i =1,…,Ny (rows) and j = 1,…,Ny (column).

where the elements Bij are scalar values, there are meth-
ods for processing color images, where each pixel is 

Figure 1. Original image

Figure 2. Adding salt & pepper noise with stand-
ard deviation (0.025)

Figure 3. Adding Gaussian noise with standard 
deviation (0.025)

represented by several values, e.g. by its “red”, “green”, 
“blue” values determining the color of the pixel.

WIENER FILTER

The goal of the Wiener fi lter is to fi lter out noise that has 
corrupted a signal. It is based on a statistical approach. 
Typical fi lters are designed for a desired frequency 
response. The Wiener fi lter approaches fi ltering from 
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Figure 4. Adding speckle noise with standard 
deviation (0.025)

Figure 5. Removing noise by median fi lter

Figure 6. Removing noise by mean fi lter
Figure 7. Removing noise by wiener fi lter

Figure 8. Removing noise by median fi lter. Figure 9. Removing noise by mean fi lter

a different angle. One is assumed to have knowledge 
of the spectral properties of the original signal and the 
noise, and one seeks the LTI fi lter whose output would 
come as close to the original signal as possible [1].

Wiener fi lters are characterized by the following:

a.  Assumption: signal and (additive) noise are sta-
tionary linear random processes with known 
spectral characteristics.

 b.  Requirement: the fi lter must be physically 
realizable, i.e. causal (this requirement can be 
dropped, resulting in a non-causal solution)

c.  Performance criteria: minimum mean-square 
error

The Proposed Methodology of Image Enhancement

On our technique we do, fi rst we choose brain computed 
tomography image then we add Noise to the Digital 
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Figure 10. Removing noise by wiener fi lter Figure 11. Removing noise by median fi lter.

Figure 12. Removing noise by mean fi lter Figure 13. Removing noise by wiener fi lter

Images then Using Some Elementary Filters with stand-
ard deviation (0.025) To select the one that gives the best 
fi ltered image quality 

Digital images are prone to a variety of types of noise. 
Noise is the result of errors in the image acquisition pro-
cess that result in pixel values that do not refl ect the true 
intensities of the real scene. There are several ways that 
noise can be introduced into an image, depending on 
how the image is created noise in an image can be can-
celled indirectly by using the frequency domain , which 
can be fi rst obtained by using the Z-transform of the 
original image at certain frequency then utilizing one of 
the fi lters to smooth out the frequency domain.

Simulated Output Results

The Original Image is brain ct image, adding three types 
of Noise (Gaussian noise, Speckle noise and Salt & Pepper 
noise). Adding the noise with standard deviation(0.025) 
and De-noised image using Mean fi lter, Median fi lter 
and Wiener fi lter and comparisons among them 9. We 
used the brain ct Image (fi g. 1) in “jpeg” format ,adding 
two noise (Gaussian and Salt & Pepper) in original image 
with standard deviation (0.025) (fi g. to fi g. 4) ,removing 
noise from all noisy images by all fi lters and conclude 
from the results (fi g. 5 to fi g.13) .

All kinds of fi lters have been tested to select the one 
that gives the best fi ltered image quality. It looks from 
the image results that the average fi lter is better for 
removing the noise then median fi lter and the last wie-
ner fi lter. In the future work, this software work could 
be made to be hardware work which could be used on 
routine bases. Image could also be related to time where 
we can see the image in movie form.
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The Role of ICT in our Daily Life Applications: 
Obstacles and Challenges

Intelligent Energy Management Dedicated to Vehicle-
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ABSTRACT

Vehicle-to-Home (V2H) has been identifi ed as an interesting area of research because of its public services, which have 
incorporated new technologies and new devices for a better quality of life. The main goal of developing a smart home is 
to produce more effi cient energy and achieve an optimal economy. To do this, hybrid electric autonomous systemswhich 
provide a required load demand are considered as an option to achieve effective energy production without interruption. 
In this context, a specifi c V2H simulation system integrating PEMFC technology (energy exchange membrane fuel cells), 
solar power and a Supercapacitor is described and developed. To balance between energy demand and supply, a unidi-
rectional energy fl ow transfer is performed between the PEMFC hybrid electric vehicle and the home by providing the 
appropriate H2 amount. Indeed, the electric vehicle intervenes occasionally through its fuel reserve to boost the energy 
recovery processwhen the PEMFC andSupercapacitoroperation come across a problem.Therefore, an intelligent energy 
management approach (IEM) devoted for the V2H system is studied and evaluated. The proposed IEM serves for limit-
ing energy consumption through the smart control of household electrical systems exploitation and equipment state in 
order to sustain the requirements. The obtained results are discussed and tested using the MATLAB / Simulink software. 
Indeed, given the Tunisian meteorological database andhome consumptionreports (on/ off appliances)extracted for 4 
consecutive days, the proposed V2H technology provides an energy recovery rate of 17% and improves the system 
effi ciency to 31%.
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INTRODUCTION 

The rapidly growing energy demand rates of the world, 
which are coupled with the environmental impacts of 
this energy consumption, have raised concerns in vari-
ous communities. This fatal problem is considered as an 
attracting research issue [1-2]. In recent times, smart 
home and smart grid have become the most important 
solution proposed which are presented as being a set 
of existing and emerging appliances and technologies, 
standards-based and interoperable, working together 
to develop the existing power grid [3-4]. In addition to 
renewable energies (such as: solar energy, wind power), 
the role of vehicles in the supply of domestic energy is 
seen as an opportunity for effective investigation. Using 
newly introduced technologies, vehicles (especially elec-
tric vehicles (EVs)) can be used as potential sources of 
energy for the home [5-6].

Various projects on the smart home, have considered 
V2H a novelty in a sophisticated home energy system 
since the V2H has been described as an energy system 
in which the battery of an electric vehicle is used to pro-
vide electricity to the home [7]. The proposed V2H was 
intended to provide the energy consumption required 
during peak periods when demand is highest. In addition 
to renewable energy sources such as solar energy, wind 
turbines, etc., can also be considered as an energy source 
for vehicles to meet the energy demand for the home 
[8]. Otherwise, several methods and platforms have been 
studied and developed for the smart home, such as Intel-
ligent Sensor Technologies, Home Network, and Smart 
Home Appliance [9]. 

However, the full potential of smart homes is still pre-
sent, due to the complexity and diversity of systems, as 
well as repeated control strategies without the problem of 
optimal level. Intelligent home energy management was 
aimed at controlling the application and data acquisition, 
the production, transmission and the network electricity 
[10-11]. Indeed, this intelligent management has attracted 
more interest from the research community to apply a mod-
ern automation technology in the smart promises house.

In this article, we aim to present and develop a pre-
cise home vehicle design using a PEMFC hybrid power 
system. To provide the necessary power to the automa-
tion of the house during the peak period, an intelligent 
energy management (IEM) is proposed. The proposed 
energy management aims to:

• Synchronize between the domestic energy demand 
and the energy storage of the electric vehicle.

• Regularize the proposed residential load and sur-
plus of an electric vehicle (EV).

In the next section, we present a brief review of the pub-
lished articles, almost classifi ed according to thematic 

areas. The paper is organized as follows: Section 2 is 
devoted to survey the related works and contributions; 
Section 3 presents the description of the system and its 
components. Aproposed Intelligent Energy Management 
(IEM) approach is developed and detailed in Section 4. 
Simulation results are shown and evaluated in Section 5. 
Finally, the conclusion is made in Section 6.

Literature Review and Important Contributions

Literature review

To clarify contributions of our work, a survey on 
reported research on Vehicle –to-home applications and 
home energy management in smart households is out-
lined and detailed. In the literature, several studies have 
presented different applications on V2H. The proposed 
confi gurations were examined to prove that the power 
supplied to the electrical load is suffi cient depending on 
the application or the power of the load. To establish 
energy demand during peak periods, energy EV is used 
here as a backup power.

For example, the authors in [12-13] presented a (V2H) 
system using Plug-In Electric Vehicle (PHEV) which can 
be recharged by connecting to an external power supply. 
Indeed, the proposed system aims to provide the neces-
sary power in case of lack of energy. 

In order to maximize the backup time and optimize 
the proposed model, an effi cient algorithm has been 
developed and discussed. Subsequently, the proposed 
V2H design was extended to domestic vehicles (Vs2Hs) 
that combined several homes, solar power systems and 
electric vehicles. To balance the demand and the supply 
of energy, a new Vs2Hs algorithm has been suggested. 
The obtained results prove the effectiveness of the Vs2Hs 
under different scenarios. The authors of [14-15] have 
proposed smart home energy management that opti-
mally plans for appliances based on real-time electricity 
price forecasts. The results obtained prove the effective-
ness of the proposed algorithm to cooperate between the 
load request and the load. In [5-6], the battery energy 
storage system (BESS) was programmed in a coordinated 
way and the household appliances with high solar pene-
trations. in [16-17], a chosen load engagement platform 
was proposed to minimize household operating costs. 

The authors in [18-19-20] proposed a renewable hybrid 
power system for home supplying using V2H technology. 
The proposed system deals to explore the role of V2H 
technology in Home in meeting energy needs for a build-
ing nets zero energy consumption. To this end, an optimi-
zation analysis is fi rst performed choose the best design 
options for energy effi cient building in the economic 
and environmental constraints. Then, solar photovoltaic 
sources are used to provide the rest of the building energy 
demand and reduce dependence on the building grid.
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Context and Problematic

The recourse to renewable energies exploitationbecomes 
a national and international challenge to limit the use 
of the fossil resources that provokes harmful effects to 
the environment. Moreover, because of its exhaustive-
ness, theseresources can no longer be trusted to meet 
the energy needs in an unlimited way. Thus, the renew-
able energies integration can help compensating the 
energy requirement and reach the proper suffi ciency. 
So, nowadays, with the computer revolution and electri-
cal systems evolution, the world more particularly, the 
country is being front the problem of electrifi cation ser-
vice development. In this context, home automation and 
smart management seemto be a promising solution for 
streamlining energy consumption and providing more 
comfortable services to the user. On this basis, the idea 
of developing a smart home electrifi cation system via 
V2H technology has been emerged to ensure the critical 
house need through the vehicle fuel reserve. Compared 
with research and scientifi c works presented in the lit-
erature, our work aims to highlight the hydrogen use as 
a main factor to manage the energy recovery process 
instead of batteries.

Contributions

Compared to previous related work, the main contribu-
tion expected from this work is to develop an accurate 
smart home using a Vehicle–to-home technology with 
an intelligent approach energy management based on 
the following improvements:

• System components protection be facing the deep 
Supercapacitor discharge and heavy fuel con-
sumption.

• Energy demand satisfaction whatever the condi-
tions: confront fuel and energy lacks.

System design and description

The objective of this work is to present a house electri-
fi cation system capable of ensuring the energy require-
ments of the lighted up appliances. The described system 
deals with two main duties: 

• The energy storage when the production exceeds 
the demand.

• The energy recovery when an energy lack is 
occurred. 

In this context, the study and the development of an 
energy recovery system is highlighted. The proposed 
system consists of a set of equipment as Fuel Cell and 
Supercapacitor used to compensate the energy when the 
demand exceeds the production. In addition, the system 
uses the hydrogen fl ow issued from an electric vehicle 

“V2H” in order to reward the critical energy need during 
the insuffi ciency moments and the lack of fl ows neces-
sary for consumption (See Fig.1). Moreover, an Intelli-
gent Energy Management “IEM” is presented in order to 
control the system operation to protect it against heavy 
H2 fuel consumption and deep Supercapacitor discharge.

• The energy production: constitutes the energy 
issued from the photovoltaic module located at 
the house roof. the expression of the PV generated 
current is described as [21]:

(1)

• The energy consumption: is defi ned by the total 
installed appliances consumption. this energy may 
be used for lighting, heating, leisure,...

(2)

Fuel Cell Equipment: It is a generator which, in the pres-
ence of hydrogen, generates an electric current in order 
to assist in the load demand satisfaction. The hydrogen 
consumption is described according the Faraday law as 
[22]:

(3)

• Supercapacitor equipment: it is an electrical 
device that through its discharge can accomplish 
theenergy recovery process. So, to ensure its pro-
tection against the deep discharge, the Superca-
pacitor is controlled by its state of charge described 
by the following expression [23]:

(4)

• H2 Station: It is equipment dedicated to the stor-
age of the produced hydrogen fl ux. The storage 
process made under high pressure follows the law 
described by the equation below [24]:

(5)

• Electric Vehicle: It is an electric vehicle based on 
fuel cell that requires hydrogen as fuel to be run-
ning.
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Intelligent Energy management proposed system uses 
an intelligent management strategy based on a theoretical 
application of a V2H system.Indeed, the V2H technology 
relies on energy satisfaction from the electric cars.

The basic idea of IEM halts on the measurement of 
some control parameters as energy consumption, the 
generated solar roof electricity and the terms of use of 
the vehicle based of component state of charge control. 
Hence, a model is used to forecast and estimate the energy 
required and the expected consumption fl ows. To better 
understand the functioning of the presented management 
strategy, an algorithm represented by a Petri nets model 
followed by a control fl ow chart is given by Fig. 2.

Where, PD represents the defi cit period; while PACR defi nes 
the component activation period.

Finding and Results

To evaluate the system performance and to demon-
strate its reliability to be against any unexpected events, 
numerous simulation tests have been made under Mat-
lab/Simulink environment. Indeed, to accomplish the 
simulation process,experimental consumption profi les 
have been restored to describe the estimated electric-
ity delivered to meet the required domestic appliances 
energy. Additionally, the present profi le treats the house 
energy consumption for a 4 days period (96 hours). 
Thus, the Fig.3illustrates the energy production and con-
sumption balance. As seen, the system is located under 
six different defi cit periodsthat by referring to them, the 
system reactionwill be analyzed and studied.

For the fi rst defi cit time, it is impossible to start up 
the fuel cell to cover the energy demand due to the 
hydrogen lack (SOCH2=0) then the condition TD2 is not 
validated. Since the condition TD3 is crossed, the system 
uses SCap to compensate the need. During the second, 
third and fourth defi cit periods, the fuel cell is activated 
to satisfy the requirements. Thus, the system proceeds to 
state SD2. However in the fi fth period, the system enters 
under state SD3that activates the SCap after the valida-
tion of the condition TD5. In the last period, it seems 
that the fuel cell and the SCap are located under their 
critical states due tothe full hydrogen consumption and 

(6)

The recovery rate by component can be used to inform 
about the equipment intervention ratio during the recov-
ery process. Thus, it is described by the ratio between 
the number of activation periods per component and the 
total number of defi cit periods.

(7)
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SCap discharge. Thus, the system requests the vehicle 
assistance through its hydrogen reserve to complete the 
recovery process: state SD4.

The given Fig. 4 represents the generated currents 
during defi cit energy cases while the Fig. 5 summarizes 
the transition between states in these periods. It is found 
that the fuel cell generates a recovery current as long 
as the quantity of hydrogen in the station appears suf-

fi cient to be converted into a load requirement or when 
the quantity is provided by the vehicle. 

Moreover, the Fig. 6 shows the relative hydrogen 
quantities estimated to be consumed (QREC), the possi-
ble consumption amount (QC) as well as the quantity 
required to be delivered by the V2H (QV2H) system respec-
tively. According to the result found, it is well noticed 
that the system complains of a critical hydrogen need for 

Figure 1. V2H System Design: (a) General Design; (b) Matlab/
Simulink Prototype
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Figure 2. State Operation Conditions

Figure 3. Energy Balance between Demand and Generation

Figure 4. Energy Recovery Generation
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Figure 5. Component Activation versus Simulation Time

Figure 6. System Flows Consumption

the last defi cit period during which neither the SCap nor 
the fuel cell can intervene since SOCSC=0 and SOCH2=0 
(see Fig. 7). The recovery rate per component during the 
simulation test is given by Fig.8. As shown, the fuel cell 
is ranked fi rst among the participating components by 
50% followed by the SCap with 33% while the V2H sys-
tem possesses the lowest recovery rate of 17%.

Finally, we have studied the system mean effi ciency 
whose obtained result is depicted in Fig.9. Indeed, the 
system reaches a 31% as overall effi ciency value. How-
ever, the SCap outperforms the fuel cell effi ciency by 
78% versus 42%.

The table above summarizes the obtained performance 
of the system under study as the average of energy gen-
eration and consumption as well as the energy recovery 
rate.

CONCLUSION

In this paper, a model of energy recovery system based 
on V2H technology is proposed and detailed. This sys-
tem permits to promote energy supply during high 
consumption periods in which the defeat of PEMFC 
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Figure 7. System Control: Components States of Charge

Figure 8. Energy Recovery Rate Per Component

Table 1. The massive energy consumption and the high electricity 
demand have led to investigate optimal energy management 
methods to organize consumption activities and to strike a balance 
between production and demand. In this context, the State Operation 
Conditions

Actual State Transition Next State Energy Flows

Startup TD1:IDEM>IGEN SD1: Defi cit Process IREC=IDEM-IGEN

SD1 TD2:SOCH2> SOCCR
H2 SD2: FC Recovery IFC=IREC

TD3:SOCH2=0 SD3: SCap Recovery ISC=IREC

TD2:SOCSC=0 SD4: V2H Recovery QV2H=QCR

SD2 TD5:SOCH2<SOCCR
H2 SD3: SCap  Recovery IREC=IFC+ISC

SD3 TD6:SOCSC<SOCCR
SC SD4: V2H Recovery IREC=IFCG+ISC
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Figure 9. Energy Recovery Rate Per Component

and SCap is confronted to boost the energy recovery 
process.Furthermore, the proposed system has resorted 
to hydrogen use to involve the energy supply and to 
improve its performances in term of effectiveness and 
the reliability. Thus, to manage the energetic fl ows and 
to ensure the power distribution, an intelligent energy 
management approach is presented and described. Then, 
a Matlab/ Simulink prototype of the proposed system is 
made to test its performances. So, the obtained results 
show the ability of the system to deal with the changes 
and their impact on the equipment’s operation.As a 
future work, we tend to develop the overall system with 
the energy storage part (excess of power case) based on 
vehicle charging by produced hydrogen from the house 
(H2V).
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Academy, Cairo, Egypt
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ABSTRACT

Telecommunication union launched the so-called (IPTV) as a TV platform provides a certain level of Quality of Service 
(QoS) and Quality of Experience (QoE.( Based on our experience and up to our knowledge, there is no real implementa-
tion to IPTV on one of the famous simulators such as OPNET. This paper is a step forward towards explaining the main 
components of IPTV to be implemented on OPNET. In this paper, we introduce a detailed study for Internet Protocol 
Television (IPTV) as a new Internet video entertainment platform and for the benefi t of the researchers in this fi eld, we 
set some of the performance measures. In addition, we propose a two-stage compression technique for enhancing the 
performance of IPTV. Moreover, we conduct a network performance evaluation of uncompressed video delivery of dif-
ferent data rates in small and large-scale network nodes. 
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INTRODUCTION

Internet Protocol Television (IPTV) [4] is launched as a 
new television platform, bounded to appeasement for 
user’s requirements and choices of great and striking 
services in terms of offered quality and continuous reju-
venation. IPTV is part of a new breed of services systems 
providing digital TV access over IP packet-switched 
transport medium facilitating video entertainment and 
user’s provision experience offering multimedia life or 
demanded services according to user’s request. IPTV 

services are delivered over secure, end- to- end opera-
tor managed with desired Quality of Service (QoS) and 
Quality of Experience (QoE) delivered over Internet Pro-
tocol (IP) using set-top box STB for channel access.

Indeed, IPTV delivery is sensitive to packet delay, 
loss, right order, and time packet arrival affecting the 
quality of received service. In addition, IPTV last mile 
speed/bandwidth limits the delivery of the right number 
of frames per second FPS to deliver moving pictures. In 
fact, for Standard Defi nition (SDTV) delivery, it is rec-
ommended to have link speed of 4 Mbps per channel 
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while for High Defi nition (HDTV), it is recommended to 
have link speed 20 Mbps per channel. Consequently, the 
quality of delivered service will be reduced and the num-
ber of simultaneous TV channel streams will be limited, 
typically, it reaches from one to three channels per link. 
However, this could be inadmissible from the perspec-
tive of user’s side in terms of QoS and QoE and from the 
perspective of service providers in terms of effi ciency 
of the available link bandwidth. In reality, broadband 
speeds improvement and advances in AV compression 
techniques is the avenue for IPTV technology. 

Nowadays, service providers encounter hardly satisfi ed 
users with highly progressive video services demanding 
and other entertainment services as three-dimensional 
(3-D) movies, games, and high-quality video. Recently 
ultra-high-defi nition UHD television (super Hi-vision, 
ultra HD television, or UHDTV) is introduced involving 
two digital video formats of 4K UHD (2160p) and 8K 
UHD (4320p) [15]. These services are approved by Inter-
national Telecommunication Union (ITU). 

In addition, Consumer Electronics Association selects 
Ultra HD term as an umbrella term after extensive con-
sumer research. They announced, in October 2012, that 
Ultra HD would be used for the display with aspect ratio 
16:9 with a minimum resolution of 3840×2160 pixels. 
Introducing defi ance for television service providers, 
they recommend strong compression revolution, as it 
is considered as enabling technology to bridge the gap 
between the required huge amount of video data and the 
limited hardware capability.

Typically, ISO in combination with IEC performed 
MPEG [14] as a set of AV compression standards for the 
development of new video coding recommendation and 
international standard. In 2013, ITU succeeded to pass 
High-Effi ciency Video Coding - (HEVC) or H.265 as a 
new video coding standard built on the ITU-T H.264 / 
MPEG-4 AVC standards. H.265 opened a future window 
for video transmission using half of the bandwidth com-
pared to its predecessor H.264. HEVC is developed to 
have the potential of better performance delivery than 
earlier standards. It can generate more small size videos 
compared to its predecessor H.264 generating the same 
video quality. It has the same basic structure as previ-
ous standards as MPEG-2 and H.264 [1][10]. However, 
it contains many incremental improvements as more 
picture partitioning fl exibility from large to small mul-
tiple units, greater fl exibility in prediction modes, trans-
formed block sizes, more sophisticated interpolation, and 
deblocking fi lters. In addition, it is more sophisticated in 
prediction, motion vectors and signaling of modes. Also, 
it supports effi cient parallel processing. 

In May 2014, ITU JCT-VC released a comparison 
between HEVC Main profi le and H.264/MPEG-4 AVC 
High profi le. The comparison is based on subjective 

video performance using mean opinion score MOS met-
ric examining a range of resolutions. Their results show 
that there is 59% average bit rate reduction for HEVC 
and concluded that the average bit rate reduction for 
HEVC was 52% for 480p, 56% for 720p, 62% for 1080p, 
and 64% for 4K UHD.

VP9 [16] is the latest royalty-free video codec format 
developed by Google. The development of VP9 started 
in the third quarter of 2011. VP9 reduces the bit rate by 
50% compared to its predecessor VP8 while maintaining 
the same video quality. It is developed with the aim to 
have better compression effi ciency than HEVC. At the 
same time, VP9 has the same basic structure as VP8; 
however, it has many design improvements compared 
to VP8 as supporting the usage of superblocks (64x64 
pixels) with  quad tree  coding structure. Currently, 
several researchers are interested in the performance 
comparison between those mentioned video codecs. 
According to some experimental results (Draft version 2 
of HEVC, 2014), the coding effi ciency of VP9 was shown 
to be inferior to both H.264/MPEG-AVC and H.265/
MPEG-HEVC with an average bit-rate overhead at the 
same objective quality of 8.4% and 79.4%, respectively. 

Network simulation provides a detailed way to model 
network behavior through calculations of continuous 
interactions between modeling devices in their opera-
tional environment. Discrete event simulation (DES) 
is a typical network simulation method that is used in 
large-scale simulation studies providing more accurate 
and realistic way. However, DES requires huge comput-
ing power and the process could be time-consuming in 
large-scale simulation studies. OPNET simulator is capa-
ble of simulating in both explicit DES and hybrid simu-
lation modes and supports other simulation features like 
co-simulation, parallel simulation, high-level architec-
ture, and system-in-the-loop interactive simulation. It 
introduces a huge library of models that simulate most 
of the existing hardware devices and provide today’s 
most cutting-edge communication protocols. 

The rest of the paper is organized as follows: Section 
(2) introduces the related work showing the recent rel-
evant IPTV and video compression research papers. Sec-
tion (3) illustrates the implementation of IPTV networks 
in small and large nodes number. Section (4) discusses 
the introduced two-stage compression; section (5) illus-
trates IPTV network performance characterization; the 
paper concludes in section (6). 

RELATED WORK

Video coding is a huge constant changing fi eld intro-
ducing several advances in video compression technol-
ogy. It is a perfect research fi eld for new ideas and con-

90  IMPLEMENTATION OF VIDEO CODECS OVER IPTV USING OPNET BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS



Sabry and Ramadan

cepts. Hence, researcherstried to evaluate codecs as to 
acquainted design improvements to fi nd out the most 
suitable one for offered applications and services. In 
[9], authors introduce the comparison between H.264/
MPEG-AVC, H.265/MPEG-HEVC and Google developed 
VP9 video codecs encoders. The provided comparison 
is associated with experimental results using similar 
encoding confi gurations for the three examined encod-
ers assuring that H.265/MPEG-HEVC provides signifi -
cant average bit-rate savings of 43.3% and 39.3% for 
VP9 and H.264/MPEG-AVC, respectively.

In addition, they inform that at the recommended 
quality VP9 encoder produces about 8.4% average bit-
rate overhead as compared to H.264/MPEGAVC encoder. 
Results also assure that VP9 encoders are 100 times 
higher encoding time more than those measured for 
the x264 encoder. However, in case of comparison to 
the full-fl edged H.265/MPEGHEVC reference software 
encoder implementation, the VP9 encoding time on 
average is lower by a factor of 7.35%. 

Authors of [2] discuss the most of the existence of 
alter-native UHDTV encoding mechanisms to satisfy 
market requirements for UHD content transmission 
and UHDTVs televisions demand increase. The authors’ 
discuss the recently introduced VP9 and H.265 video 
encoding scheme from the perspective of compression 
effi ciency of such encoders aiming to compress video 
sequences beyond HDTV resolution. They use the most 
popular and widely spread encoder H.264/AVC to serve 
as a comparison baseline, showing the actual differences 
between encoding algorithms in terms of perceived qual-
ity. The paper indicates that the comparison of coding 
effi ciency in terms of subjective scores between VP9 and 
AVC results slightly in favor of AVC (5.1%) and slightly 
in favor on VP9 (1.59%) in terms of PSNR.

In [13], the authors ensure the importance of the 
emergence of more effi cient next-generation video 
coding standard that isin high demand at the moment. 
There seem to be two main contenders for the position 
of the next state-of-the-art video compression standard: 
H.265/HEVC and Google VP9. In addition, the authors 
take the comparison of such introduced codecs from 
the subjective perspective considering codec’s compres-
sion effi ciency. Tacitly, they determine compression 
effi ciency by Intra compression, introducing adetailed 
overview of intra compression data-fl ow in HEVC and 
VP9. They indicate that both VP9 and HEVC compres-
sion standards provide higher compression effi ciency 
compared to the current industrial video compression 
standard AVC. They conclude that HEVC provides better 
compression rates than VP9.

In [7], the authors illustrate that Motion Estimation 
(ME) is considered as the essential part of almost all 
video coding standards and thenewly emerged High-

Effi ciency Video Coding (H.265/HEVC). HEVC achieves 
better performance in compression and effi ciency in 
coding for beyond HD and UHD videos. They illus-
trate that the main drawback of HEVC is its computa-
tion complexity arises from Motion Estimation (ME). 
Actually,ME consumes more than half of time to encode. 
Therefore, the authors proposed the implementation of 
New Combined Three Step Search pattern for ME algo-
rithm to reduce the complexity of encoding. Their results 
are compared with the existing patterns and the simula-
tion results show that the average time saving was about 
50.07%aand slight improvements in quality. 

In [11], the authors illustrate the importance of video 
encoding with the emergence of H.265/HEVC video cod-
ing standard as well as 3D video coding for multimedia 
communications. They provide a comparison between 
H.265/HEVC and H.264/AVC in terms of video traffi c 
and statistical multiplexing characteristics. They also 
examined the H.265/HEVC traffi c variability for long 
videos. In addition, they investigated the video traffi c 
characteristics and scalable video encoded statistical 
multiplexing with the H.264/AVC SVC extension as well 
as 3D video encoded with the H.264/AVC MVC exten-
sion.

Within the recapitulation of previously mentioned 
results, HEVC is dominant in comparison to other alter-
natives within wide bit-rates ranges from very low to 
high bit-rates. Indeed, all previous valuable efforts and 
communicant codecs comparison between HEVC and/
or VP9 with H.264are taken only from the subjective 
point of view. Comparison judgment lacks actual system 
applications as to assess application performance suit-
ability in case of video delivery in these codecs format. 
Nevertheless, the intake comparison lacks actual exami-
nation of assessing the impact of different codecs data 
rates on actual application in both objective and subjec-
tive merits. This paper tries to narrow this gap.

IPTV Network Small and Large Scale Confi gurations 

over Opnet

In this section, different components of IPTV that will be 
implemented using OPNET will be detailed. 

IPTV main building elements

Generally, IPTV network contains four main architec-
tural elements that are common to any vendor. A graph-
ical view of a networking architecture used to deliver 
streamed IPTV channel illustrated in Figure 1.

 —  IPTV Head end: This is the point at which most 
IPTV channels content is captured and format-
ted from different broad casters to be distributed 
over the IP network. Typically, the head end 
ingests national feeds of linear programming 
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via satellite or terrestrial fi ber-based network. It 
may be made up of several content servers; each 
is responsible for the certain type of data prepa-
ration and services for the full management of 
massive offered IPTV services. Broadcasting TV 
streaming servers are responsible for stream-
ing live IPTV content, and IP Video on Demand 
(VoD) application server is responsible for data 
storing and caching services. On the other hand, 
IPTV head end middleware and application 
servers are responsible for provisioning man-
agement of new subscribers, billing, and overall 
video assets management. In addition, network 
time server is responsible for internal clocking 
systems to allow synchronization between net-
work components.

—  Service Provider Core/Edge Network: This is the 
point at which previously prepared data rep-
resenting the channel line-up could be trans-
ported over the service provider’s IP network. 
Actually, this network could be a mix of a well-
engineered existing IP network and other pur-
posed built IP networks for video transport. At 
the network edge, the IP network is connected to 
the access network. However, each of these net-
works is uniqueto the service provider and usu-
ally includes equipment from multiple vendors. 

—  Access Network: This could be considered as the 
service provider link to the individual household 
user,referred to what is called “the last mile”. It 
is the broadband connection between theservice 

provider and household that could be various 
technologies based as DSL (digital subscriber 
line) or fi ber PON(passive optical networking) 
technology. However, IPTV networks use vari-
ants ofasymmetrical DSL (ADSL) and very-high-
speed DSL (VDSL) to run an IPTV service to the 
household. In this case, the service provider 
places aDSL modem at the customer premises 
to deliver an Ethernet connectionto the home 
network [8].

—  Home Network:It is network responsible for 
IPTV service distribution throughout the home; 
manydifferent types of home networks exist. 
However, IPTV requires a very robust high 
bandwidth network that can only be accom-
plished today using wireline technology. This is 
the endpointto which the television set is con-
nected via aset-top box(STB) [3][6].

IPTV Content Flow 

IPTV Content fl ow is defi ned as the media transfer from 
one functional area to another including media captur-
ing, compression, packetization, transmission, packet 
reception, decompression, and decoding of the received 
back media signal into its original form. 

Figure 2 illustrates a graphical overview showing 
main IPTV content fl ow block diagram. A head-end 
takes each individual channel and encodes it into a 
digital video format like H.264/AVC, which remains the 
most prevalent encoding standard for digital video on a 
worldwide basis. 

After encoding, data is packetized through divid-
ing data fi les or data blocks into fi xed size data blocks 
of compressed packets. Each channel is addressed and 
encapsulated into IP to be sent out over the network. 
These channels are typically IP multicast streams. How-
ever, certain vendors make use of IP unicast streams as 
well. IP multicast has several perceived advantages in 
which it enables the service provider to propagate one 
IP stream per broadcast channel from the video head end 

Figure 1. Two-way nature of an IPTV network.

Figure 2. Simplifi ed IPTV fl ow content.
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to the service provider access network. This is benefi cial 
when multiple users want to tune in to the same broad-
cast channel at the same time (e.g., thousands of view-
ers tuning in to a sporting event). Hence, compression 
performs the key technology as to make IPTV in reality. 
Compression is the reduction process for the required 
storage space of digital information by taking advantage 
of defi ciencies in both human and aural systems [6].

IPTV architecture over OPNET

This section is dedicated to the IPTV architecture over 
OPNET. This section is written to be a reference for any 
farther implementation to IPTV on OPNET. The architec-
ture has the following components. 

—  IPTV Hardware: Form previously mentioned 
architecture and content fl ow, common nodes 
are recommended for IPTV network implemen-
tation via any network simulator. In two dif-
ferent project editors, IPTV network is created 
with a small number of network nodes as shown 
in Figure 3 and with a large number of net-
work nodes as shown in Figure 4. The networks 
have been created using the same modeled links 
speed/bandwidth, modeled nodes, and tested 
using the same machine.

Within both project editors, IPTV_Headend_Video node 
acts as IPTV video content source node within all cre-
ated scenarios for all types of imported traffi c. DSLAM 
and level3 act as interface nodes to the source node as in 
Figure 3 and in Figure 4 networks, respectively. 

Tacitly Rendezvous Point (RP) router node presented 
in both project editors acts as multicasting node, which 
could be a router or an edge node. Multicast domain 
packets from the upstream source and joined messages 
from the downstream routers are considered as “ren-
dezvous”. The most important issue that must be taken 
into consideration is, in case of RP confi guration, all 
other network’s routers do not need to know the source 
address of every multicast group. However, RP must be 
declared at each router, where the declaration is per-
formed through their knowledge of RP address. RP 
addressing is performed through IP addressing of any 
active RP interface. The rest of the architecture nodes in 
Figure 3 and Figure 4 are switches and TV sets. 

— IPTV Protocols: IPTV protocols are confi gured to 
provide tightly management, routing, and control-
ling for video packets delivery over the network. 
From the perspective of routing, confi gured rout-
ing protocol differs as if network nodes are local-
ized within the same network partition or whether 
the network is managed by the same Autonomous 
System AS (intra-AS routing protocols) or between 
ASs (inter-AS routing protocols). In both networks 
all nodes are assumed to be localized within the 
same partition; hence routing information proto-
col RIP and/or open shortest path fi rst OSPF could 
be confi gured. Using OPNET simulator, various 
routing protocols could be easily confi gured for 
modeling several technologies. For traffi c delivery 
as mentioned previously IPTV could be unicasted 
or multi casted; however, IP multicasting is widely 
used.

Figure 3. Small-scale IPTV network.

Figure 4. Large-scale IPTV network.
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Figure 5. Two stage compression block diagram.

OPNET modeler supports IP multicast including Internet 
group management protocol IGMP and Protocol Inde-
pendent Multicast-Sparse Mode (PIM-SM). IGMP used 
by hosts and adjacent routers to establish multicast 
group memberships. A TV set transmits IGMP-join/leave 
messages to notify the upstream equipment by LEAVE-
ing one group and Joining another channel. PIM-SIM 
is multicasting routing protocol that explicitly builds 
shared trees rooted at an RP per group and optionally 
creates shortest-path trees per source. Multicasting pro-
tocols are confi gured to handle data controlling and 
management [5][12].

Two-Stage Compression 

Typically there is no fi xed meaning for low latency 
achievement, it is anapplication dependent. However, it 
is a design goal for any system especially in real-time 
interaction with video content. It is counted from the 
instant time a frame is captured to the instant time the 
frame is displayed. Accounted delays for video frame 
trip includes processing time delay arises from making 
the pixels captured by a camera in combination with 
required transmitting time for compressed video stream 
defi ning what is called end-to-end ETE delay. 

However, the biggest contribution for video latency 
is the processing stages requiring temporal data storage. 
Moreover, tradeoffs arise between low latency achieve-
ment and the optimum balance of hardware, processing 
speed, transmission speed, and video quality. Hence, sys-
tem video engineers tend to measure latency in terms of 
video data buffering. Therefore, any temporary storage 
of video data (uncompressed or compressed) increases 
latency, so reducing buffering is a good primary goal. 

Indeed, new introduced HEVC achieves about 50% 
lower storage capacity than its predecessor H.264. This 
section endeavors to bring H.264 closer from the per-
spective of compression ability to H.265 without much 
loss. The suggested procedure is to increase the com-
pression ratio for the H.264 coded video fi le is illustrated 
in Figure 5. The uncompressed video fi le passes through 
two level compression stages achieving more buffering 

reduction and investigating Human Visual System (HVS) 
perception. 

Figure 5 illustrates that the input video fi le pic-
tures are fi rstly divided into separated frames, and then 
switched to the fi rst compression stage. The next ques-
tion is what about video quality, and which compression 
type could be used? Wavelet 2D video compression is 
used as the fi rst compression stage. Wavelet transform 
decomposes a signal into a set of basic functions called 
wavelets that maps a time and spatial function into a 
2-D function. 

Generally, Wavelets are a time domain windowing 
function; the simplest of which is a rectangular window 
that has a unit value over a time interval and zeroes 
elsewhere. Wavelets have zero DC value and good time 
localization. Also,they decay rapidly toward zero with 
time; hence, wavelets are usually bandpass signals. 
Wavelet compression produces no blocking artifacts and 
can use very small wavelets to isolate very fi ne details 
in a signal; while very large wavelets can identify coarse 
details. These characteristics of the wavelet compression 
allow getting the best compression ratio while maintain-
ing the quality of the images. Therefore, wavelets pro-
vide high compression ratio, better image quality with-
out much loss. So, fi rst compression stage is performed 
by 2D- Discrete Wavelet Transform DWT using OPNET.

Haar Wavelet Transform (HWT) is deployed taking 
the motivations behind it as it achieves the best perfor-
mance in terms of computational time, high computa-
tional speed, simplicity, effi cient compression method, 
and effi cient memory since it can be calculated in place 
without a temporary array. According to the chosen 
energy level of each frame, the signal is analyzed into 
four levels with assigning of about 99.23% of retained 
energy threshold using balance sparsity-norm as to try 
to preserve quality then thecompression is performed. 
Then all compressed frames are reassembled to form a 
video fi le that passes through the second compression 
stage using the well-known H.264 standard.

To verify our proposal in this section, we implemented 
the two-stage compression based H.264 using MATLAB. 
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This module will be later implemented in OPNET for 
comparison purposes. 

Two video test sequences undergo theexperimental 
test; the fi rst video is of size 934MB,07:06 minuteslen-
gth, 30 frames/sec, and .avi extension. Using H.264, the 
produced compressed with 77.5% compressions and a 
length of 210MB. The same video is divided into12802 
images and compressed using the prescribed modifi ed 
H.264 format and the H.264. The resultingvideo isof size 
45MB and length 07:06 minutes achieving 95.2% with 
respect to original video and of 78.6% with respect to 
compressed H.264. 

The second used video is of size 704MB of .mov 
extension, length 12:14 minutes, and 24 frames/sec. In 
this video, H.264 achieves a compressed video of length 
81MB achieving 88.5% compressed video with respect to 
original video. This video is divided into17620 images 
which compressed using the prescribed method resulting 
video of size 56.9MB and length 12:14 minutes in H.264 
format achieving 92% with respect to original video and 
of 70.24% with respect to original video. 

In addition, quality of the compressed videos is 
slightly changed. This could be realized by comparing 
Figures 6, 7, and 8. Figure 6 shows the original image 
frame, Figure 7 shows the fi rst level compressed image 
frame, and Figure 8 shows new modifi ed recovered H.264 
image frame. Therefore, this suggested wiseincreases 
video fi le compression ratio approximately about 70% 
as compared to the well-known H.264 with the expense 
of slightly video quality change associated with minor 
computational processing, we are aiming to have better 
network performance from the perspective of objective 
merit enhancing the QoS.

IPTV Network Performance Measures 

According to IP downstream bit rate and video indigence 
numeration, IPTV could be considered as a key compo-
nent to service provider growth. Hence, with such sig-
nifi cant fi nancial rewards, service providers take IPTV 
QoE very seriously. QoE denotes to how well the offered 
video service will satisfy users’ expectations. Indeed, 
experienced IPTV quality by subscribers must be equal 
to or better than today’s cable and satellite TV services 
or in turn service providers will run the risk of signifi -
cant subscriber churn and the resulting loss in revenue. 
QoE consists of subjective and objective quality merits. 
The overall objective effect on IPTV service arises from 
network performance defi ning what is called QoS. 

IPTV traffi c will share network links from the same 
multi-play subscriber or from other subscribers sharing 
an uplink from an aggregation device. All IPTV services 
will contend for fi nite network bandwidth and equipment 
resources; shortly, there is an existence of a correlation 
between objective and subjective merits. Hence, quality of 
received service could be expected according to network 
performance collected QoS parameters. In addition, in 
terms of IPTV, Media Delivery Index (MDI) defi ne meas-
urements set for monitoring and troubleshooting net-
works carrying any IPTV traffi c. MDI defi nes two merits 
which are media Delay Factor (DF) and Media Loss Rate 
(MLR), identifying required buffer size or inter-arrival 
time of IP packets and counting the number of lost MPEG 
packets number per second, respectively. Both DF and 
MLR are translated directly into networking terms: jitter 
and loss. Regarding the Internet services, QoS parameters 
usually defi ned as the following:

—  Packet End-to-End (ETE) delay (sec): Defi nes the 
average time required to send a video applica-
tion packet to a destination node application 
layer including network node processing delay, 
queuing delay, the packet transmission time 
between two network elements, and the propa-
gation delay within network link. If ETE delay is 
less than 1 sec, so it is considered the worst QoS 
toward end-user QoE. Moreover, the acceptable 
delay should be less than 200ms. If the maxi-
mum delay equals to 250ms, the received video 
will be tolerable. Therefore, the conclusion is 
that the delay is not acceptable if it is greater 
than 400ms.

—  Packet jitter (sec): Measures the differences 
between two consecutive packets End to End 
delays. The average jitter could be considered 
acceptable if less than 60ms and could be con-
sidered ideal value if it is fewer than10ms.

—  Throughput (bps): Counts the average number 
of the successfully received bits by the receiver 

Figure 6. Original image.

Figure 7. First level compressed image.
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node per second. The minimum acceptable video 
transmission rate is of range 10Kbps and 5Mbps.

—  Packet delay variation (PDV): Illustrates the dif-
ferences between ETE that video packets will 
experience in OPNET collects PDV statistic at 
two levels which are Global PDV recording col-
lected from all network’s nodes and/or Node 
PDV recording data received by the specifi c 
node. 

—  Point-to-Point (P2P) Queuing delay (sec): Meas-
ures instantaneous packet waiting times in the 
transmitter channel’s queue that are counted 
from packet entering time at transmitter chan-
nel queue to the time the last packet’s bit is 
transmitted. 

Case Study: Network Performance Evaluation Subjected 

to Uncompressed Video Delivery of Different Data Rates 

in Small and Large-Scale Network Nodes 

The main purpose of this case study is to compare the 
network performance in two different scales subjected to 
different data rates. Hence, this experiment could iden-

tify the most dominant factor affecting the IPTV system 
performance. Using the same network setup in Figures 
3 and 4 with the modifi cation of defi ned video applica-
tions frame ratings to the following: 

1. Video Conferencing (AF41) frame inter arrival 
time is reduced to 15FPS, 

2.  Video Conferencing (AF32) frame inter arrival 
time is reduced to 10 FPS. 

3. The rest of other network confi gurations remain 
unchanged. 

The experiment is a comparison-based between network 
performance in terms of ETE delay (sec), PDV, traffi c 
received (bytes/sec), P2P throughput (bps), and P2P uti-
lization QoS terms. 

Figure 10 illustrates the global PDV collected from 
all network nodes within two created networks of small 
and large node numbers subjected to different data rates 
video channels delivery. The Figure shows that in case 
of video channel delivery at a high data rate in both 
networks, video packets experience higher PDV more 
than that of low data rates. However, PDV shows picks 
through the small-scale network while it is extremely 
constant with time over large scale network. 

Figure 10 also depicts that the video channels of high 
frame rates over a small-scale network have higher PDV 
than of that over the large-scale network by approxi-
mately 0.0034. On the other hand, videos of low frame 
rates over small network experience higher PDV than 
of that over the large-scale network by approximately 
0.0005. That means, either for high or low data rates 
video packets over the small-scale network are more 

Figure 8. New modifi ed H.264 recovered image.

Figure 10. Global collected PDV in case of high and low data rate video chan-
nels delivery over small and large network nodes number.
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vulnerable to be a receipt in out of order than of their 
corresponding over the large-scale network.

Figure 11 illustrates the global ETE delay (sec) col-
lected from all network nodes within two created net-
works of a small and large number of nodes subjected 
to different data rates. The Figure illustrates that those 
video channels of high data rate over both networks 
have higher ETE delay than their corresponding to low 
data rates over the same network. The fi gure comprises 
also of video channels of high data rate showing higher 
picks than their corresponding to low data rates. How-
ever, increasing the number of nodes seems to reduce 
ETE delay in high data rates channels over the small-
scale network by approximately 75ms, and almost about 
25ms for those of low data rates. Hence, we conclude that 
increasing of a number of nodes (routers and switches) 
reduces both PDV and ETE delay (sec) for video channels 
at different data rates.

Since it could be easy to expect achieved the qual-
ity of received video channels as there is a correlation 
between subjective and objective merits. So evaluating 
achieved ETE delay included in Figure 10 with accept-
able values mentioned in section (5), which infers that 
video channels that experience delay setting in the range 
of 100ms± {1, 2, 3, 4} will have a lower impact on user’s 
perception quality. While those experience ETE delay 
beyond 100ms ± 16ms, users will have very annoying 
received quality. Moreover, it involves that maximum 
ETE delay must not exceed 200ms.

Figure 10 involves that video channels of high and low 
data rate over the small-scale network will experience 
maximum ETE delay of 220ms and 60ms respectively. 

Figure 11. Global ETE delay (sec) in case of high and low data rate video channels 
delivery over small and large network nodes number.

While those over the large-scale network will experience 
maximum ETE delay of 200ms and 40ms respectively. 
Hence, users receiving video packets of low data rate 
are expecting to acquire better video quality than those 
of high data rate over both networks. Users expecting 
video channels of high data rate over the large-sca le 
network will have better video quality than those over 
small-scale network. The same dialectics will be assured 
from collected PDV involved in Figure 11 as high data 
rate video channels packets are more vulnerable.

Practically, telecommunication fi eld became a highly 
competitive fi eld with the advances in compression and 
IP technologies as to satisfy great consumer’s choices. 
According to previous experimental results, data rates 
are considered the basic engine affecting the quality of 
the service provided. Hence, compression techniques is 
a must to satisfy providers recommendations in serving 
a huge number of customers and to increase the num-
ber of transmitted channels over limited bandwidth. The 
contents size are reduced via such compression tech-
niques with the removal of the strong correlation existed 
between resemblance neighboring frames. 

CONCLUSION 

Telecommunication fi eld is a highly competitive fi eld; 
IPTV system is new TV platform that is drawing admis-
sion because of its superb and emphatic features 
acquainted in terms of QoE and QoS. This paper provides 
network assessment for IPTV technology common man-
agement and control protocols in their operational mode 
at different data rates over different networks scales. 
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The provided assessment examines the most important 
dominant key technology which has a great impact on 
achieved network performance affecting both QoS and 
QoE. The paper also proposed two-stage compression 
techniques for better network performance. The results 
of the two-stage compression techniques are promising. 
In addition, the paper set the base for IPTV implementa-
tion in OPNET. 
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ABSTRACT

This article tries to identify the impact of supply chain integration in strategic fl exibility as well as check the impact 
of supply chain integration (internal integration, external integration, strategic integration) in strategic fl exibility. The 
results of the research indicated that the majority of employees of the Al-Hjrah company deal with two suppliers and 
less, as evidenced by the length of the deal between companies and suppliers, which gives the impression of an intimate 
relationship between companies and suppliers, which promote a sense of trust and joint action to achieve the interests of 
all parties. In addition to the presence of an insignifi cant proportion of other companies rely on more than three suppli-
ers in the procurement process, despite the development of suppliers and their absorption of the needs of companies in 
a timely manner, it can be said that the Al-Hjrah company has a greater bargaining power. The researcher believes that 
the reason for this can be explained by the desire of the managers of the company to take advantage of the benefi ts of 
strategic fl exibility between suppliers. In this work, we recommend establishing long-term relationships with custom-
ers through direct contracts with customers, collection of customer data, and use in designing and delivering products 
that meet their requirements. Internal integration requires a state of cooperation and effective coordination between 
the internal divisions (such as marketing, research and development, production, procurement and storage), ensuring 
the fl exibility of the strategy to deliver products and services as one of the competitive tools. Improving the supply 
chain response to the market and any changes to the market by restructuring the company and streamlining business 
processes, because the supply chain response is the responsibility of all supply chain partners.
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INTRODUCTION

The concept of supply chain management is an inter-
related concept with many new knowledge areas, which 
means that it takes a gradual step in evolution. There 
is no specifi c defi nition of supply chain management 
in management literature. The concept of supply chain 
management involves two separate paths: the second 
relates to management and logistics. 

They are defi ned as entities placed and covered in the 
design of the new product and service, the management 
of raw materials and their conversion into semi-fi nished 
products and delivery to the fi nal customer. The impact 
of supply chain integration is a key factor for organiza-
tions’ success and achievement of their goals, especially 
profi tability. The effectiveness of supply chain manage-
ment and integration improves the performance of the 
company and creates a competitive advantage. 

Under global competition, the company has sought 
to adjust its strategies and look to customer satisfac-
tion for its survival and sustainability, which requires 
them to improve the delivery of products and services 
to customers and achieve the desired performance. It is 
not enough for the company to conduct continuous sur-
veys of all the environmental factors affecting its per-
formance and competitiveness, but rather to develop the 
ability to respond to them by enhancing their strategic 
fl exibility and developing their resources and capabili-
ties so that they can exploit the opportunities optimally 
and avoid potential threats and risks [1].

In view of the above and given the fl uctuations in the 
competitive environment faced by a representative of 
learning, competitive advantage and high strategic fl ex-
ibility, it is necessary to understand the impact of supply 
chain integration on the fl exibility and strategy of the 
Al-Hjrah company. If the integration and response of 
the supply chain has become prominent in recent years 
at both theoretical and practical levels, many literature 
has also shown great interest in the role of supply chain 
integration and response in improving the company’s 
performance, through the integration of internal and 
external company functions and effectively connect 
with suppliers Supply chain [2].

Given the extent to which the Al-Hjrah company, 
regardless of its size, knows what activity it is doing 
today and is supposed to have the ability to choose from 
available alternatives, it is moving towards a future full 
of events and threats. Some managers have pointed 
out that the failure of many companies is due to their 
inability to adapt to the environment and lack specifi c 
strategies and strategic fl exibility to achieve a competi-
tive advantage [5]. the current study tries to identify the 
impact of supply chain integration through the supply 
chain response to the operational performance of the 

AL-Hjrah company. The problem of the study can be 
expressed by answering the following question: The 
impact of the integration of supply chain management 
into the strategic fl exibility of the AL-Hjrah company.

The importance of the study stems from the vital role 
played by the supply chain internally and externally at 
the strategic level to reach the target performance and 
increase the company’s growth of competitive advan-
tages compared to competitors operating in the Saudi 
environment.

The importance of the study is also from the scar-
city of studies on the subject of supply chain integra-
tion in strategic fl exibility and based on the element of 
modernity in the proposals on strategic fl exibility and 
strategic learning, being one of the subjects addressed 
by the researchers and focusing on each individual vari-
able, or with different variables. In light of the rapid 
environmental changes in the Saudi environment [3], 
the companies in the study should keep abreast of these 
changes and developments through the rapid and con-
tinuous response to customer demands and contribute 
to the provision of modern services. This article aims to 
achieve the following objectives: -

• Identify the impact of supply chain integration 
(internal integration, external integration, strate-
gic integration) in strategic fl exibility.

• Discover the impact of internal integration in stra-
tegic fl exibility.

• To clarify the impact of external integration on 
strategic fl exibility.

• Understand the impact of strategic integration on 
strategic fl exibility

The main hypothesis: There is no statistically signifi -
cant effect at the level of signifi cance (= 00.05) for the 
integration of supply chain management in the strategic 
fl exibility of the Al-Hjrah company.

• The First Hypothesis: There is no signifi cant sta-
tistical signifi cance at the level of (0.05) for the 
internal integration in the strategic fl exibility of 
the Al-Hjrah company.

• The second hypothesis: There is no signifi cant 
statistical signifi cance at the level of signifi cance 
(0.05) for external integration in the performance 
of strategic fl exibility in the Al-Hjrah company.

• The third hypothesis: There is no signifi cant sta-
tistical signifi cance at the level of signifi cance 
(0.05) for the strategic integration in performance 
and fl exibility in the Al-Hjrah company.

Literature Review

The present study examined the impact of the integra-
tion of supply chain tools on the strategic fl exibility 
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of the company in Asfan city- Saudi Arabia. It aims to 
identify the impact of supply chain integration (internal 
integration, external integration and strategic integra-
tion) on the operational performance of the Al-Hjrah 
company. Supply on organizational performance and 
the role of environmental disorders and identify the 
impact of supply chain management on the performance 
of the regulator and identify the strategic fl exibility on 
the performance of Jordanian industrial companies 
operating in the international market and its apprecia-
tion of the competitive advantage of companies and the 
role of intermediary Strategic fl exibility in the relation-
ship between strategic learning and competitive advan-
tage. Some of the previous studies agree with the current 
study in the use of analytical descriptive approach that 
fi ts some previous studies and differ in the sample of 
the current study with studies because each study has a 
specifi c sample according to the required study.

In [6], the article was conducted in Jordan on (418) 
medium sized industrial organizations through a sample 
size (200) samples. The results showed that there is a 
statistically signifi cant relation to the form of mutual 
relationship between companies and suppliers in per-
formance The supply chain, with its three dimensions 
(information exchange, post-sale service, supply elastic-
ity of middle Jordanian industrial companies). The study 
recommended that the research companies raise the level 
of cooperation relations based on mutual administrative 
support between the parties to the relationship through 
cooperation based on time Areas of creativity and inno-
vation, both to form relationships or future products and 
services.

The work [7] is an Empirical Study on Food Indus-
tries Companies in Jordan”. The aim of this study was 
to investigate the impact of supply chain integration on 
the organizational performance and the role of environ-
mental disorders. 

An applied study on the food industry companies 
in Amman, Jordan. The study population may be from 
(833) companies. The results of this study showed that 
the level of the supply chain structure in the companies 
from the point of view of the study sample was high, 
and there is a statistically signifi cant effect of the par-
ticipation of suppliers on the performance of companies 
at the level of (0.05). A statistically signifi cant effect of 
supply chain integration was found on the performance 
of companies at the level of  (0.05). A statistically sig-
nifi cant effect of the structure of the supply chain on 
the performance of companies was found at the level of 
 (0.05).

The study recommended that attention should be 
given to upgrading production lines in the companies 
in question and using more automated production tech-
niques by increasing allocations related to R & D activity 

in order to achieve a real decrease in operational costs 
and keep abreast of technological developments.

The article [2] is A Field Study in the Industrial Com-
panies Listed on the Kuwait Stock Exchange”. The study 
aimed at studying the industrial companies listed on the 
Kuwait Stock Exchange to identify the impact of supply 
chain management on the performance of the regulator. 
The study population consists of (27) companies. The 
sample of the study was (108) questionnaire. The results 
of the study showed that the impact of supply chain 
management on the performance of companies, from 
the perspective of managers in higher departments. This 
effect was of a high level. The effect of the relationship 
with the brokers and distributors came fi rst, followed by 
the effect of the relationship with customers in the sec-
ond place, and fi nally the effect of the relationship came 
from the suppliers.

In terms of the impact of the relationship with sup-
pliers on improving the performance of companies, the 
results of the study indicate that there is an impact of the 
relationship with suppliers on the performance of com-
panies, from the Committee of Directors in the higher 
departments. The study recommended that companies 
adopt a strategic approach to supply chain management, 
based on long-term relationship with suppliers, effective 
communication and partnership with suppliers, because 
effi cient supply chain management is key to the long-
term success of the organization.

A study [4] of the views of a sample of managers 
in a number of private commercial banks in Iraq. The 
objective of this study was to determine the effect of 
strategic fl exibility on banking performance. To achieve 
this, strategic fl exibility was adopted by its dimensions 
(initial maneuvers, investment maneuvers, preventive 
maneuvers and corrective maneuvers) as an independ-
ent variable, while banking performance was adopted by 
its dimensions (fi nancial perspective, customer perspec-
tive, The study was conducted in the private commer-
cial banking sector and included a sample of (5) banks 
and the number of sample (100) employees occupying 
advanced administrative positions.

The study concluded with a set of recommendations 
and was among the most important recommendations 
are to enter the Arab and foreign markets through the 
opening of independent branches or the acquisition of 
a percentage of the shares of the banks mentioned. And 
the need to obtain physical, human and technological 
resources, and to build the necessary capacities and 
expertise to provide banking services that provide the 
customer with high value in terms of quality and cost of 
the mentioned services.

In [10] the study aimed to demonstrate the impact 
of strategic learning on the competitive advantage of 
Jordanian insurance companies and the role of strategic 
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fl exibility in the relationship between strategic learn-
ing and competitive advantage. The survey method was 
used. All Jordanian insurance companies located within 
the capital Amman were targeted. Both regression anal-
ysis and path analysis were used to test hypotheses. The 
study concluded that there is a signifi cant impact of 
strategic learning (strategic knowledge generation, stra-
tegic knowledge distribution, strategic knowledge inter-
pretation, implementation of strategic knowledge).

In the light of the results, the study recommends 
the importance of taking advantage of the knowledge 
related to the external environment, By directing the 
activities of those companies towards identifying the 
resources and capacities to be developed and built so 
that they can respond effectively to their environment 
requirements and achieve competitive advantage.

The Research Methdology

The present study aimed to demonstrate the impact of 
the integration of supply chain management in the stra-
tegic fl exibility of the company in the city of Asfan. 
The method and procedures include the research meth-
odology, the study society and sample, the demographic 
variables of the research sample, the research tools and 
sources of information, Examine the validity and stabil-
ity of the study instrument. 

The current research is an analytical descriptive 
research to determine the nature of the contents of sup-
ply chain management in strategic fl exibility, and to 
determine the impact of supply chain management in 
achieving strategic fl exibility in the company of AL-
Hjrah in Asfan. The research community is one of the 
employees of the AL-Hjrah Company in Asfan. To deter-
mine the analysis unit, the 80 employees and employees 
of the Company’s departments were identifi ed. A ran-
dom sample of (40) samples was distributed. To achieve 
the objectives of the search lost the research was based 
on two basic sources of information gathering.

Secondary sources: The researcher aimed at address-
ing the theoretical framework of the research to the sec-
ondary data sources, which are represented in the rel-
evant Arab and foreign books and references, and the 
previous researches and studies that dealt with the sub-
ject of research, research and reading in different inter-
net sites. 

Know the basics and sound scientifi c methods in the 
book of studies, as well as take a visual perception of the 
latest developments in the current research topics.

Primary sources: To address the analytical aspects of 
the research topic, the primary data collection was used 
through the questionnaire developed by the researcher 
as a research tool, which included a number of state-
ments that refl ected the research objectives and ques-
tions that the respondents answered. The fi ve LIKERT 

scale was used, Each answer took relative importance. 
For the purposes of the analysis, the statistical program 
SPSS was used. The questionnaire included three parts:

The fi rst part is the demographic characteristics of 
the sample members through (4) variables (age, scientifi c 
qualifi cation, number of years of experience, and career 
status).

Part II: Ensuring the integration of the supply chain 
across three main dimensions (internal integration, 
external integration, and strategic integration). And was 
adopted in the development of paragraphs and was (12) 
paragraph.

Part 3: The strategic fl exibility was determined 
through three main dimensions (capacity fl exibility, 
resource fl exibility, quality) and was adopted in the 
development of paragraphs (12).

In order to answer the questions of the study and test 
hypotheses, the researcher used the statistical package 
for social sciences SPSS. Through previous statistical 
programs, the researcher applied the following methods:

• Frequency and percentage in order to deter-
mine the measurement indicators adopted in the 
research and analysis of the characteristics of the 
sampling and analysis unit demographically.

• The computational medium means the level of 
response of sample members to the sampling and 
analysis of their variables.

• Standard deviation to measure the degree of diver-
gence of responses of members of the research and 
analysis sample from the arithmetic mean.

• KORNBACH ALPHA coeffi cient to measure the 
stability of the study tool (the questionnaire) and 
the degree of internal consistency and the degree 
of credibility of the answers to the paragraphs of 
the questionnaire.

• Test t for one sample in order to verify the ques-
tion of the subjects of the prepared questionnaire 
compared to the speculative mean.

• The coeffi cient of variance amplitude and the per-
missible variation test to ensure that there is no 
link between independent variables.

• Multi-gradient regression analysis to verify the 
effect of a set of independent variables on a single 
dependent variable.

Numerical Results

The results of the statistical analysis showed a statis-
tically signifi cant impact of strategic integration in 
achieving the fl exibility and quality of the AL-Hjrah 
company. (0.072), i.e, the value of (0.072) of the changes 
in the fl exibility and quality of the AL-Hjrah company 
in Asfan due to the change in strategic integration. The 
value of the effect of  (0.299) (0.299) for strategic inte-
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gration. The signifi cance of this effect confi rms the cal-
culated value of F (12.077), which is a function at (0.05). 

Supply chain management proves that it is the man-
agement of design, planning, implementation, monitor-
ing and follow-up of all activities to provide the end 
consumer needs of goods and services from sources to 
point of consumption. In time, place, shape and quality. 
Many people as well as business management profes-
sionals do not know the difference between managing 
supply chains from a hand and managing logistics from 
the other side.

In order for us to know the difference, we fi rst review 
the defi nition of the organization of Supply Chain Man-
agement (CSCMP) for both terms.

Managed by supply chains as defi ned by Supply 
Chain Management Organization (CSCMP), it includes 
planning and managing all activities related to sourc-
ing, procurement and logistics activities. It also includes 
coordination and cooperation between all parties 
involved in the supply chain from suppliers, intermedi-
aries, service providers and customers. 

The core management of supply chains is to cre-
ate the integration of demand and supply through the 
coordination of companies to create a model for high-
performance business management. As for the defi nition 
of logistics management, it is part of the management 
of supply chains that carry out planning, implementa-
tion and control operations for effi cient and effective 
forward and back fl ows and storage of goods, services 
and information from source to point of consumption in 
order to meet customer requirements.

Logistics management includes inbound and out-
bound transport management, fl eet management, 
warehousing, cargo handling, delivery orders, network 
design, logistics fl ow, inventory management, and fol-
low-up of logistics providers outside the organization. 
It also includes the process of sourcing, procurement, 
planning, production schedule, packaging, Customers.

Logistics management includes all levels of planning 
and implementation (strategic-operational-tactical). The 
Logistics Department is an integrative department where 
it coordinates marketing, sales, manufacturing, fi nan-
cial management and IT management. Based on the 
above two defi nitions, it is clear that logistics manage-
ment is part of the management of supply chains and is 
not merely a term synonymous with supply chains as a 
modern term that transcends the integration of logis-
tics services with other activities within the organization 
into integration with other legal entities in the fi eld of 
fl ow of goods and services. In other words, while logis-
tics management is concerned with the establishment 
of a fl ow plan for the specifi c goods and services of 
a particular organization, the management of supply 
chains, in addition to linking and coordinating logistics 

operations in more than one facility within the supply 
chain.

This confi rms the validity of the acceptance of the 
third main hypothesis in part and therefore rejects the 
hypothesis the third nihilism is partially accepted, and 
the alternative hypothesis is accepted: There is a statis-
tically signifi cant strategic integration in performance, 
fl exibility and quality in the AL-Hjrah company at the 
level effect (≤0.05). The main results of this article clar-
ify the following important notes: -

• Research results show that the integration of sup-
ply chain management affects the supply chain 
response in strategic fl exibility.

• The research fi ndings indicated that the integra-
tion of supply chain management affects opera-
tional performance and strategic fl exibility.

• The results of the research found that the inte-
gration response of supply chain managers affect 
strategic fl exibility.

• The results of the study showed that supply chain 
responses do not mediate the impact of supply 
chain integration in strategic fl exibility.

• The results of the research indicate that the major-
ity of employees in the AL-Hjrah company deal 
with two suppliers and less, as evidenced by the 
length of the period of dealing between compa-
nies and suppliers, which gives the impression of 
an intimate relationship between companies and 
suppliers are spreading a spirit of trust and joint 
action to achieve the interests of all parties. 

• In addition to the presence of an insignifi cant 
proportion of other companies rely on more than 
three suppliers in the procurement process, despite 
the development of suppliers and their absorption 
of the needs of companies in a timely manner, 
it can be said that the AL-Hjrah company has a 
greater bargaining power. 

• The researcher believes that the reason for this can 
be explained by the desire of the managers of the 
company to take advantage of the benefi ts of stra-
tegic fl exibility between suppliers.

• The results of the research indicated that there is an 
impact of external integration in operational per-
formance and strategic fl exibility. This is because 
the company establishes a partnership and coop-
eration relationship with the suppliers to ensure 
the production requirements in a timely manner so 
that it can meet its commitments to its customers 
on time. Facilitate the process of joint exchange of 
information on products and processes and sched-
uling of production, which helps to develop pro-
duction plans and production of required goods 
without delay, and improve the delivery time of 
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products. This means that external integration is a 
key to the company’s success to create a balance 
between raw material movement, manufacturing 
processes and distribution activity.

• The results show that strategic integration affects 
operational performance. This indicates a state 
of alignment between the strategic direction of 
the supply chain and the general strategy of the 
company. This alignment enables the company to 
respond to changes in demand in terms of quantity 
and quality without the need for surplus in stock. 
The company also learns to develop strategic part-
nership programs with key suppliers in favor of the 
supply chain, and to involve them in the strategic 
planning process and in the development of prod-
ucts and services provided.

Supply Chain & Logistic Services in Big Data Era

As the company’s interaction with the environment is 
a prerequisite for its survival and existence, and the 
response to environmental variables and adaptation, 
it is imperative that the management of the companies 
undertake the strategic planning of the supply chain to 
suit these changes. It is known that supply chain man-
agement begins with the design of a product or service 
and ends at a time when it is sold, consumed and con-
sumed by the consumer. Including product design, needs 
management, forecasting, planning, production, distri-
bution, delivery and after-sales service. On this basis, the 
present study seeks to demonstrate the impact of supply 
chain capabilities in achieving competitive advantage

Recent developments in technology have transformed 
our way of life and business. The logistics and supply 
chain sectors have tremendous transformational power. 
Emerging technologies such as mobile applications, 
mega data, Internet stuff, and artifi cial intelligence offer 
many new opportunities to conceptualize logistics oper-
ations and supply chains. This has helped logistics and 
supply chains reduce inventory costs, reduce working 
capital, reduce storage space and improve market access. 

The mobile application technology has enabled logis-
tics organizations to carry out their operations remotely 
without being confi ned to the workplace. Logistics man-
agers and fl eet owners can track their shipments on the 
map in real time from their location. Using geo fenc-
ing technology, customers and fl eet owners can receive 
regular and periodic vehicle and vehicle arrival alerts. 

Big data, advanced analytics and Internet technol-
ogy are a huge revolution in logistics industries; they 
can monitor, track and store vital information from each 
truck, including its route, fuel consumption rate, down-
time, container temperature, etc. By taking advantage 
of this data, they can make intelligent decisions and 
control many of these parameters at the central loca-

tion. In addition, the artifi cial intelligence world allows 
logistics industries to solve complex problems of driver 
distribution, vehicle location data, and vehicle alloca-
tion. Automated learning techniques help to match sup-
ply and demand in real time with effective utilization of 
available resources. 

The logistics technology companies such as Truk-
kin utilize the above-mentioned techniques to improve 
effi ciencies, transparency and facilitate logistics support 
in the Middle East. Trukkin has launched web portals 
and mobile applications for customers / shipping com-
panies, drivers, and fl eet owners. Logistics companies 
in the Middle East can now take advantage of available 
solutions to improve effi ciencies and reduce costs. Truk-
kin continues to invest in other technologies such as 
advanced analytics, large data, Internet stuff, and artifi -
cial intelligence to help transform logistics and logistics 
services. Watch out for everything new.

CONCLUSION AND RECOMMENDATIONS

The results of the study showed that the integration of 
the supply chain (internal acceptance, external inte-
gration and strategic integration) in the supply chain 
response is due to the fact that the company’s involve-
ment of suppliers and customers in its plans leads to 
a faster response of the supply chain and integration 
eliminates technical barriers between the company and 
suppliers Create a state of cooperation to meet market 
needs, help resolve internal confl icts quickly and ensure 
an effi cient fl ow of information, inaccurate informa-
tion leads to erroneous forecasting of market demand, 
and thus ineffi ciently allocating resources resulting in 
delayed delays in time Products. We recommend the fol-
lowing important points:-

• To establish long-term relationships with custom-
ers, through direct contracts with customers, col-
lection of customer data, and use in designing and 
delivering products that meet their requirements.

• Internal integration requires a state of coopera-
tion and effective coordination between the inter-
nal divisions (such as marketing, research, devel-
opment, production, procurement and storage), 
ensuring the fl exibility of the strategy to deliver 
products and services as one of the competitive 
tools.

• Improve the supply chain response to the market 
and any changes to the market by restructuring 
the company and streamlining business processes, 
because the supply chain response is the responsi-
bility of all supply chain partners.

• The integration of the external supply chain in the 
company is linked to the level of interest that these 
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companies maintain to maintain strong relation-
ships with suppliers and customers. Confi dence, 
honesty, commitment and interest in each party 
should be the logo of those relationships to main-
tain a good level of external integration of the 
supply chain.

• Since the results of the research showed that the 
impact of supply chain integration is on the strate-
gic fl exibility of supply chain management, based 
on long-term relationships with suppliers, effec-
tive communication and partnership with suppli-
ers, allowing for long-term agreements character-
ized by stability, fi rmness and strategic fl exibility 
against changes The future. 

• It has been shown that mutual trust and coopera-
tion on various issues, such as cooperation in fi nd-
ing solutions to problems, are the basis for reach-
ing a partnership. It also says that the integration 
of the strategic supply chain is key to the com-
pany’s long-term success.

• Take advantage of information technology, for 
example electronic data interchange and docu-
mentation techniques, where it can help increase 
the speed of EDI and thus improve the level of 
supply chain integration.

• Other studies that take into account market ori-
entation as an intermediary variable that mediate 
the impact of supply chain integration on perfor-
mance and strategic fl exibility.

• Other studies include the impact of supply chain 
integration in competitive and strategic advantage.

• Conducting the study on other sectors such as ser-
vices sector.

The need for supply chains has arisen because of the cost 
constraint that enables us to take advantage of external 
opportunities as a result of the relationship between the 
company and its customers and between the company 
and the suppliers. The supply chain management relates 
to managing the fl ow of information, materials, services 
and money through any activity In a way that maxi-
mizes the effectiveness of operations. It is also about 
introducing new tools, changing or modifying known 
methods. Effi ciency is effi ciency and success.
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ABSTRACT

Recognize the contributions of physical capital, human capital, and the rest of the other factors in the process of 
economic growth, according to an expanded approach of growth accounting. The study covered the period from 
(1970-2008) depending on annual data for the variables of this study. The gross fi xed capital formation is used as an 
indicator of physical capital, and one of the objectives to reach a suitable estimate of the human capital that used in 
the analysis. Calculation the work item index and average wages using data on years of education, and the return 
from Education (intended here wages received by the worker). This method determining the weights of the various 
levels of educational attainment based on the rate of return, which received from the education, and the element of 
the adjusted Labor of human capital (or wages). The human capital is an index measuring the contribution of the 
skilled work rate element which is very good at the distribution of education gained by the country. The human 
capital is best measured by average years of schooling of the workforce. The study Applied the co-integration 
approach to estimate the elasticity of production for physical capital, then used ordinary least squares method to 
estimate the solow residual, Therefore the total factors productivity, the results of the study shows that physical 
capital accumulation plays an important role in economic growth in the Sudan during the period of 1970-2008, 
while human capital comes second in terms of importance. As well as show that the growth rate of total factors 
productivity factors in Sudan was very low and it takes negative values   in some periods, especially during 1980 
and 1990. The study proved that the total factors productivity does not play an important and decisive role in the 
economic growth process in Sudan during the period of study.
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INTRODUCTION

Adam Smith’s productivity idea emerged through the 
division of labor, and the theory of growth was consid-
ered classic. The increase in productivity was linked to 
an increase in the share of capital, which would reach 
the diminishing returns. The authors of the modern the-
ory of growth saw investment in human capital, increas-
ing the training of workers in continuing education will 
necessarily increase productivity continuously.Economic 
growth has two sources: quantitative growth in factors 
of production; qualitative growth in the use of factors 
of production and management of the entire production 
process. The development of two types of productivity is 
usually seen as the productivity of each factor of pro-
duction, often focusing on labor productivity, and the 
second on total productivity of production factors (TFP). 
Productivity is measured by the quality of input conver-
sion to outputs or what is known as total productivity 
which reveal the effect of technological, cognitive and 
regulatory progress on increasing production, and indi-
cate whether growth has been expanded through quan-
titative expansion of production inputs or qualitatively 
through the productivity of all its factors.

The total productivity of the factors of production is 
the qualitative source of economic growth (the quantita-
tive source is the material investment and the number of 
workers). It refl ects the technical aspect of the produc-
tion process as well as the human capital. Thus, the eco-
nomic growth rate cannot be sustained through cumula-
tive increases in growth sources Quantity, because these 
resources are limited on the one hand and are subject 
to diminishing yield law on the other. Growth based on 
knowledge production generated by a high investment 
in human capital is refl ected in the process of produc-
tion through the process of technical progress leading to 
In addition, the state’s investment in health, education 
and scientifi c research is a real investment and not a 
subsidy. Knowledge production returns are not subject 
to the law of diminishing yields because of its crea-
tive and creative capabilities. For example, more than 
70% of the economic growth of the last century United 
States to total factor productivity, which was developed 
by Mabat, known as the “new growth theory,” which 
argues that economic and social growth in the knowl-
edge-based or commonly used economy under the name 
of the “knowledge economy” depends on the techno-
logical level and on the growth of this level measured by 
productivity measurement.

This study is an attempt to estimate the total produc-
tivity of the production factors (TFP) in the Sudanese 
economy in order to link economic development with 
both physical and human capital (as measured by the 
adjusted labor force) and total productivity of the fac-

tors of production. And then distribute the growth to its 
sources based on annual data covering the period 1970-
2008, based on the principles of internal growth theory. 
This research consists of fi ve sections, the fi rst section 
introduction and the second section deals with the con-
cept of total productivity of factors of production, in 
addition to the theoretical framework for estimating the 
total productivity of factors, and the framework of the 
expanded framework for growth accounting. The third 
section deals with the applied framework for estimating 
the total productivity of the factors of production. The 
fourth section is devoted to presenting and analyzing the 
applied results. The study also includes in its last section, 
the summary and the main fi ndings and recommenda-
tions. In this study, the method of joint integration will 
be used to estimate the elasticity of production for capi-
tal and the method of ordinary squares to estimate the 
rate of growth of total productivity of production fac-
tors, in order to distribute economic growth according 
to its sources according to the expanded framework of 
growth accounting.

1. THEORETICAL AND EXPERIMENTAL 

FRAMEWORK

1.1 Total Factor Productivity (TFP)

Total Productive Productivity (TFP) refl ects growth in 
the level of production that is not attributable to pro-
duction inputs (physical capital, human capital) or the 
change in the economic yield. Effi ciency and technical 
change are the two most important factors at this level. 
The total productivity growth rate is known as Solow 
Residual. Neither the solu- tors and total factor produc-
tivity are necessarily measured solely to measure the 
effect of technical progress on growth, but to explain 
the contribution of other factors to production inputs to 
output growth, On economic growth such as technical 
progress, innovations and others, including what affects 
negatively, such as disasters and crimes. The growth of 
total factor productivity is an important indicator of 
economic performance (Aiyar&Dalgaard, 2004).

1.2 The Theoretical Framework of Total Productivity of 

Production Factors

Several economic theories dealt with the subject of eco-
nomic growth and the factors infl uencing its level. The 
classical economists linked the level of production with 
both capital and labor. They pointed out that increasing 
capital and labor leads to raising the level of produc-
tion and then to growth. Infl uenced by the industrial 
revolution and the technological inventions that led to 
higher levels of production, the neo-classicalists added 
to the factors of traditional economic growth as an addi-
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tional factor of technological progress. The concept of 
growth, as an increase in the volume of production, was 
defi ned as the Solow 1957 model. In this model, an ana-
lytical model was reached for long-term growth. With 
this approach, the role of technical progress has become 
critical and more important than the accumulation of 
capital. The model was based on two basic assumptions: 
fi rst, the effi cient use of all economic resources, the sec-
ond is the decrease in capital returns and the increase 
in business returns. By accepting these assumptions, the 
model’s expectations were summarized as follows:-

• Growth is generated by an increase in the share of 
capital to work due to higher productivity of indi-
viduals as a result of providing them with more 
capital.

• The rate of growth in poor countries is rising as the 
return on investment in physical capital increases 
faster than the rich countries, which have a large 
stock of capital.

• The economy is likely to reach a stable state in 
which the new increase in capital does not lead 
to economic growth due to the decline in capi-
tal returns. It is possible to overcome this situa-
tion and continue to grow through external fac-
tors (exogenous) of new technological innovations 
(Solow, 1994, p.2-3).

The theory of external growth (Exogenous Growth) was 
based on the possibility of overcoming the state of sta-
bility. The continued growth, despite the diminishing 
returns of physical capital, depending on an external or 
independent factor (determined from outside the model), 
is the creation of new technologies that allow for higher 
factor effi ciency.The high level of capital formation 
in some countries has prevented them from achieving 
high growth rates, and some economists, such as Barro 
and Baker, have maintained economic growth models 
based on higher productivity based on technical pro-
gress as an external factor. Therefore, growth models 
have been developed where technical progress is driven 
by economic factors that are determined from within the 
model (Barro&Mankiw and Martin, 1994, p. 408-409). 
This trend reinforced the infl uence of some economists 
& Weil, Mankiw on the role of human capital in the eco-
nomic growth observed in the German experience after 
the Second World War, which led to the emphasis on the 
importance of accumulation of human capital in a simi-
lar way to the accumulation of physical capital. 

Endogenous growth theory provided an example of 
internal growth centered on integrating the concept of 
human capital, such as skills and knowledge that make 
individuals more productive. Unlike physical capital, 
human capital is characterized by increasing rates of 
return, so that growth does not slow down when human 

capital accumulates. Studies in this context have focused 
on factors that increase the effi ciency of human capital 
(education), for example, or raise the level of techni-
cal progress (innovations). Thus, growth is linked to the 
theory of internal growth, in addition to the elements of 
physical and human capital, The effi ciency of the labor 
force of skills and knowledge, or increases the level of 
technical progress such as innovations and inventions. 
These factors fall under the heading of total productivity 
of production factors (Mankiw, Romer and Weil, 1995, 
p.3-5).At the practical level, there are several approaches 
in which overall productivity growth of factor factors 
can be estimated, both in terms of the Solo approach 
and the broader framework of growth accounting meth-
odology:

First: Solow Approach:

Solow, 1956, published a simplifi ed model that included 
an analytical framework for the causes and dynamics 
of economic growth and then published a second paper 
entitled “Technical Change and Production Function” in 
1957, in which he pointed out that the overall growth 
rate of production, Growth of factors of production, 
especially physical capital, labor, technical progress 
or (total factor productivity). Solo used the following 
model:

(1)

Where: :Yt the total product or total income, kt, capital 
stock used in production, Lt the size of the labor force 
involved in the production process, and the technical 
level At (total productivity of the factors of production).
Taking into account the difference in the previous equa-
tion for time and shortness, and assuming that output 
returns are stable, the growth rate of output by growth 
sources can be divided into:

(2)

Where  and , the production elasticities of both capi-
tal and labor and assuming the stability of the returns of 
the elements of production ( = 1-), and point above 
the variable on the growth rate. In order of the equation 
above, the growth of the total productivity of the factors 
of production (At) or the so-called Solo condoms can be 
obtained as follows:

(3)

The above equation has been used by Solo himself along 
with many researchers such as Senhadji as well as Ira-
dian, Senhadji.

Second: Extensive Growth Accounting Approach: 

Recent studies, such as Bosworth and Collins, Senhadji, 
Bosworth and Susan, and Abu-Qran& Abu-Bader, have 
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used the expanded framework of growth accounting to 
estimate the growth rate of total factor productivity by 
integrating the impact of education on economic growth 
with a capital appreciation Human. More specifi cally, 
the Cobb-Douglas model of fi xed-size returns, includ-
ing the two production factors: physical capital (K) and 
human capital (H), was estimated as shown in the fol-
lowing equation:

the growth rates of both output and physical and human 
capital.

2. SPECIFICATIONS AND ESTIMATION

2.1 Characterization of the model used in the study

Based on the theory of internal growth, and building the 
expanded framework for growth accounting used by a number 
of economists such as Bosworth and Collins, Senhadji Bosworth 
and Susan, Abu-Qran& Abu-Bader, Psacharopoulos, and 
Edward Denison. Assuming that the function of production 
we use is a form of the production of a fi xed-size copodogloss 
which takes the following form:

(4)

Where  share the physical capital K of the total product, 
and (-1) share of human capital H. To estimate human 
capital (H), labor force (L) is weighted by coeffi cient (h_t), 
which represents the quality of education received by a 
worker. This rate is defi ned as the following:

(5)
Where st is the number of years of schooling (average 
year of schooling) or average years of schooling as some 
call it, in the age group of the labor force (15-60) years, 
and (r) represents the rate of return on investment in 
education (The rate of return to schooling. Thus, human 
capital is defi ned as:

(6)

The equation (4) is written in the same way as equation 
(2). After the variable L is replaced with variable (H), 
the output formula can be obtained by the following 
equation:-

(7)

As above, the point above the variable indicates its 
growth rate.

By rearranging equation (7), the overall factor pro-
ductivity growth rate can be obtained (Senhadji, 2000, 
p.132-133):

(8)

In this research we will use this modern method to esti-
mate the total productivity of the factors of produc-
tion in the Sudanese economy.Despite the importance 
of this indicator, its assessment and calculation suffer 
from many diffi culties. The calculation of the overall 
productivity growth rate of the factors of production 
is calculated in a safe manner; its estimation is closely 
related to the estimation of the other factors involved in 
the relationship. Solo errors include the model variables, 
especially those related to the various assumptions in 
estimating the capital stock, capital Human. In addition 
to the standard estimation of production elasticities for 
capital and labor, the constraints on volume returns in 
the production function and the method of calculating 

(1)

Whereas
Yt: represents real GDP (Real GDP.
kt: represents the physical capital stock.
h: Equivalent (Ht Lt), which is the modifi ed work com-
ponent of 
human capital index (ie, human capital per worker.
At: Total productivity growth rate (Solow Residual).: 
share the  physical capital K of total output.

: share of human capital per worker h.
(1 - ): The growth rates of the variables will then 

be estimated and the total productivity of the produc-
tion factor will be calculated according to the following 
equation h:

The growth rates of the variables will then be esti-
mated and the total productivity of the production factor 
will be calculated according to the following equation:

(2)

Where: (yt

.
) the GDP growth rate of the worker, obtained 

by dividing the growth rate of GDP by the economically 
active population (labor component.

(kt

.
): the rate of growth of the worker’s physical capi-

tal, and also by dividing the physical capital by the eco-
nomically active population (the labor component.

The value of  will be measured according to an 
appropriate standard model.

2.2 Applied Results to Estimate Total Productivity of 

Production Factors

Before starting the estimation, it is necessary fi rst to 
defi ne the variables used in this study and to clarify the 
methods followed by the study in the estimate, including 
the element of physical capital and human capital.

3.2.1. Defi nition of study variables

Gross Domestic Product “GDP”

In this study, real GDP data will be used as a stand-
ard measure of economic development, available to the 
Sudanese Statistical Organization 
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Physical Capital

It is an inhuman wealth made by humans and then used 
in the production process.

Measurement of physical capital: Unlike human capital, 
which is relatively easy to measure in monetary terms, as 
is well known, especially in developing countries, there 
is no time series data on physical capital stock. There-
fore, it is often used as an alternative investment-based 
indicator, Gross fi xed capital formation.In line with the 
traditional traditional theory, following several previous 
applied studies, it was found that they were based on 
the estimation of physical capital and the construction 
of a time series of physical capital on the permanent 
“Perpetual Inventory Method” which includes the previ-
ous investment fl ows over the years with taking into 
account the estimation of the duration of service and the 
rate of consumption of fi xed physical capital, according 
to the following equation:

r: Annual growth rate
N(t) = Pt Population per year t
N(0) = P0 Population in the base year

The exponential model or Lautka model of population 
estimate is written as follows:

Where IT represents the total investment, and  is the 
depreciation rate of fi xed capital (Scoppa, 2007, p.20-
25). Because of data constraints, particularly in develop-
ing countries, literature usually uses total investment as 
an alternative to the physical capital stock (Benhabib & 
Spiegel, 1994, p.146). In this study, we will rely on gross 
fi xed capital formation as an alternative to physical 
capital in Sudan, using data available from the Central 
Bureau of Statistics for the period of study. These data 
are available in Annex 1.We obtain the stock of physical 
capital per worker used in this estimate by dividing the 
physical capital by the economically active population 
(labor component).

Economically Active Population (L): In this study, eco-
nomically active population data will be used as an indi-
cator of the labor force. The economically active popu-
lation represents all individuals who are over a certain 
age and who can be classifi ed as inactive or inactive in 
light of their basic activity (Cences, 1973, p.30). In most 
countries, economically active population data is avail-
able in censuses every fi ve or ten years (available in 
Appendix 1). To complement the purposes of the analy-
sis for the annual study series covering the period from 
1970 to 2008, Exponential Method.

The exponential method (EM): EM is one of the most 
voluntary ways of a population subject to constant com-
posite change when change occurs at every moment and 
day of the year. Thus, the exponential model or Lautka 
model created by mathematician Malthus and devel-
oped by Lotka) In 1907, based on the Maltos model in 
its derivatives, named after the Lautka model. Assuming 
that:

(1)

Or formulated as follows:

(2)

Where e is a normal logarithm (2.71828), r is the expo-
nential growth rate, t is the time difference between Pt   
and P0.

For example, if Pt is the year 1984, the missing year is 
obtained using 1983 data, namely P0 or base year, but 
to use this equation fi rst, the exponential growth rate for 
the base year must be calculated and calculated by the 
following equation:

Where: Pt is 1983 and are the 1973 data, where we 
obtain the growth rate for the base year based on the 
earliest previous year where t here is 10 years. Then we 
obtain the data for the comparison year using equation 
(2). Where the above equation is used for the distress-
ing model in estimating the population and predicting 
future periods. The exponential model can also be used 
to estimate the number of births as well as the number of 
deaths. This method has been used to obtain all the data 
that is not available for many reasons in the competent 
authorities. This method has been adopted in many stud-
ies and scientifi c researches as the best scientifi c method 
in estimating and predicting and most suitable especially 
in the population data because the population is increas-
ing exponentially and formulas Nonlinear forms are the 
most appropriate form, especially the Lautka model.

Adapted labor component of human capital (h)

Human Cpital Index

Most studies in growth accounting focus on the role of 
human capital and its contribution to economic growth. 
Most of these studies assume that human capital meas-
ured by education is an intermediate variable. In most 
cases, educational standards are inadequate, Status of 
use of agreed levels of comparison between States. Edu-
cation may also result in benefi ts that are sometimes not 
measured within growth in GDP. For example, education 
improves the health of the population and, moreover, 
improves the ability to absorb information technology 
that facilitates the spread of technology and innova-
tion. Direct to improvements in GDP growth that may 
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be associated with investment in education (Hers, 1998, 
p.15-23).

In the same direction, many studies found that it is 
diffi cult to detect the existence of a signifi cant relation-
ship of statistical signifi cance between the change in the 
years of study and economic growth, and these studies 
have presented different explanations confi rm the exist-
ence of some problems in obtaining data on educational 
achievement in some countries, And that it is not suffi -
cient to measure the quality of work (because it allocates 
non-literate workers to zero weights), which indicates 
the unequal changes in the quality of work for coun-
tries that suffer From a drop in Primary levels of edu-
cation. There are also many studies based on the ratio 
of students enrolled in schools to measure changes in 
education, but found that this indicator is facing a prob-
lem similar to the problems facing the investment rate 
as a measure of accumulation of natural capital (useful 
only if the case of stability or deviation to stability). In 
addition, many years of schooling were used in growth 
studies, but this method failed to measure the accumula-
tion of human capital during the study period. Benhabib 
and Spiegel used average years of schooling in internal 
growth models where the rate of productivity growth 
depended on human capital formation (Susan and Bos-
worth, 1996, p.135-139)

As a result, many studies in a number of countries 
have made adjustments in the labor force, including 
education, age and gender. Both Psacharopoulas, Senha-
dji, and Susan Bosworth have introduced the labor qual-
ity index or the modifi ed labor component of human 
capital as a production input in the production function, 
Human capital in economic growth, where they calcu-
lated the adjusted labor component index using data on 
years of education and return from education (this is the 
wage paid by the worker). This method includes deter-
mining the weights of the different levels of educational 
achievement based on the rate of return obtained from T 
Lim (Abu-Gran & Abu-Bader, 2007, p.753-755).

In this context, Edward Denison (1967) and others 
attempted to use estimates of the relative wage structure 
of workers with different levels of education to build 
two groups of workers across different educational lev-
els and then calculate the human capital index using the 
following relationship:

weights are calculated from the wage scales issued by 
the competent authorities based on the grades of the dif-
ferent educational levels. The average wage data for the 
various educational stages are available in Appendix 4; 
Wages in any model or economic analysis to express in 
a simplifi ed and concise manner the many determinants 
that refl ect what is known as the wage structure.

PJ: The percentage of population with a specifi c edu-
cational level  The percentage of educated population 
with primary, secondary and tertiary education is avail-
able in Annex 3.

After calculating the human capital adjusted by 
wages, as in the previous equation, the adjusted labor 
force is obtained by human capital: Ht Lt = h by multi-
plying the value of (H) in the economically active popu-
lation (L) as a labor force (LborForce (Susan and Bos-
worth, 1996, p.142-144)

The adjusted human capital component is an indica-
tor that measures the contribution of the skilled labor 
component and is also very good in the distribution of 
in-country education gains better than the human capi-
tal measured by the average years of schooling of the 
labor force. Several studies indicate that the adjusted 
worker component is very important in explaining 
growth in GDP and its contribution to output growth 
is very high in most of the countries where such studies 
were conducted (Hers, 1998, p.14).

Using the structure of the previous equation, we cal-
culated the adjusted labor component of human capi-
tal or the so-called skilled labor component in Sudan 
during the study period (in Appendix 1) for use in the 
growth calculations in the study period. We calculated 
the relative weights of all workers The different edu-
cational levels available to us in Sudan (where levels 
of education differ from one country to another). Pay 
scales are available in the Offi ce of Service Affairs and 
are divided by sectors and according to service entrances 
and job grades based on the level of education of the 
worker. As for educational attainment data or popula-
tion ratio data obtained at a certain level of education, 
we used the data in the various censuses as well as the 
data available in the Paro and Li database, available as 
is known every fi ve years. In order to obtain the avail-
able years, Which we explained in previous paragraphs 
to obtain annual data supplement for research purposes. 
Data on economically active population (L) are available 
in population censuses, which we have explained earlier.

Educational Attainment Ratio

The main problem with this indicator is that it is avail-
able only in population censuses. Since Sudan, like all 
other countries, has a population census every 10 years, 
it is diffi cult to obtain data on educational attainment 
every year. The data used in the 1973, 1983, 1993 and 

Whereas:-
WJ: The total weights of wage averages for workers 
with different levels of education (that constitute the 
educational levels include uneducated workers, those 
with basic, secondary and university education). These 



112 TOTAL FACTOR PRODUCTIVITY IN SUDAN ECONOMY BASED ON GROWTH ACCOUNTING MODEL  BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS

Safa Mohamed Elhassan Youniss

2008 censuses were used in this research. In addition, 
the data included in the Barrowli Information Base for 
the educational achievement of a number of countries, 
including Sudan, were used to estimate the average 
years of study in Sudan during 1950-2010 (Barro, R. and 
JW. Lee (2010, p. 24-25)).

The available data on the Education attainment data 
were used from the Barrow database every fi ve years, in 
addition to the data obtained from the Central Statisti-
cal Organization in the census years mentioned above, 
the unavailability of data annually, and the obtaining 
of data on human capital in Sudan each year. A slight 
interpolating adjustment in Barrow and Lee equations 
for human capital estimation, taking into account that 
this amendment will not affect the general picture of 
the structure of the equations and is intended to obtain 
annual estimates. This amendment is to use the previ-
ous Exponential Method Mentioned to To obtain annual 
data on educational attainment using data from various 
population censuses as well as data from parliaments. 
These data are the ones we used to estimate the human 
capital component adjusted above.

The Applied Framework for Estimating the Overall 

Productivity of the Factors of Production

This study aims to measure the total productivity of the 
production factors in the Sudanese economy during the 
period from 1970 to 2008 using the above mentioned 
model. The fi rst step is to estimate the value of  (the 
share of physical capital of the total product or the elas-
ticity of production for capital).

2.3.1 Estimation of the share of physical capital of the 

product ()

Several attempts have been made to determine the 
appropriate value of the capital share of the output. Bos-
worth and Collins have identifi ed the value of this. The 
index is typically used in many economies. This value is 
0.35, while Senhadji uses 0.62 as a result of his estimate 
of the Kop Douglas equation with two variables: GDP for 
human capital component and physical capital for the 
human capital component. Senhadji used the method of 
co-integration to estimate the function of production, 
beginning with testing the root of unit 1 (1), and thus 
the possibility of a common integration of variables in 
the model. Secondly, to estimate the equation for the 
combined integration of the two variables used and to 
obtain value (the elasticity of production for capital).

In their study of growth sources in a number of Afri-
can countries, including Sudan in the period 1960-1990, 
Abu-Qran and Abu-BAader used two methods to calcu-
late the value of (); the fi rst method is Bosworth and 
Collins, the same method used by Senhadji and others 
(yt) and physical capital for human capital (kt). The other 

method is to perform regression of the two variables 
using the normal lower squares method. (0.37) and (0.51), 
in addition to a very low value of (0.07) compared to 
the countries of Abu-Qran and Abu-BAader. The other, 
when the normal regression of (yt) on kt. Abu-Qran and 
Abu-BAader attributed this low value to (0.07) to the 
fact that the role played by both human capital and total 
productivity of the factors of production in the Sudanese 
economy is exaggerated during the study period.

To estimate the value of () in this study we will fi rst, 
using the Senhadji method, start by testing the existence 
of the unit root of the GDP variable, for the human capi-
tal adjusted labor component (yt = yt/ht) of the modifi ed 
labor component of human capital (kt = kt/ht). Second, 
we will use the regression method used by Abu-Qran 
and Abu-BAader to estimate the value of () and compare 
it with the values   obtained by some studies covering 
Sudan.

Unit Root Test: By dividing the GDP by the adjusted 
human capital component (yt/ht) to obtain (yt), and 
the physical capital for the modifi ed labor component 
(adjusted human capital) (kt/ht) for (kt), after taking the 
natural logarithm of the variables, the following table 
shows the results of the unit root test for each variable.

It is clear from the above table that all the variables: 
the GDP variable for the modifi ed work element () the 
physical capital variable for the modifi ed work element 
(Lkt) is static in its fi rst differences, The following is a 
test of joint integration between the two variables to 
determine whether there is a long-term equilibrium rela-
tionship between these variables using the Johansen test 
to estimate the value of .

Common Integration Equation To estimate the value 
of : we will use Johansson’s co-integration method to 
estimate the equation of co-integration with a view to 
calculating a value. The following table shows the exist-
ence of a single vector of co-integration between the 
model variables.

The results in the above table show the possibility of 
a long-term equilibrium relationship between the two 
variables. The variables have the expected signs and the 
statistical signifi cance at a signifi cant level of 5%. By 
comparing the calculated and theoretical values of the 
effect statistics and the maximum value, it is clear from 
the test of the effect and the maximum value that there 
is one common integration vector at the 5% signifi cance 
level, summarized by the following equation:

It is clear from the above equation that the variables 
are statistically signifi cant at the level of 5%, since the 
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values between the brackets below the estimations rep-
resent the calculated value (t), and the cointegration 
equation shows that the value of  = 0.44 is closer to 
the estimates of Abu-Qran and Abu-BAader , 2007) and 
can be said to be a value in the long term.

The second method of estimating a value in the short 
term is the regression procedure of Lyt on Lkt, using 
the normal lower squares method. The following table 
shows the results of the estimation:

Initial results showed that there was a problem of 
autocorrelation in the model because of the lower DW 
value below the moral level. The table below shows the 
results of the evaluation before the statistical treatment. 
In order to solve the problem of self-correlation, the 
moving average method (1) After deducting the self-
correlation problem, the results of the estimation in the 
table above show that the value of DW is at the moral 
level (1.4), the value of the selection factor is economi-
cally acceptable, and all the model variables are statisti-
cally signifi cant Material Money for Human Capital (Lk), 
Yep The value of the coeffi cient, which is equal to (0.62), 
is approximately 0.62, which is a value in the short term. 
This value appears to be close to the estimates of the 
International Monetary Fund (IMF) IMF) by Senhadji, 
2000, p.142-143, when applying the growth accounting 
method to estimate the growth rate of total productivity 
of the production factors in a number of countries in 
the African world (including Sudan), Europe and Asia 
during the period 1960-1994 and the equivalent of 0.63.
Based on the values   we obtained from a long and short 
term (0.44 and 0.62) calculation, we will estimate the 
overall long-run and short-term growth rate of produc-
tion factors (A) .

2.3.2 Estimation of Total Factor Productivity Growth 

Rate (TFP)

Due to the achieved values of (0.44, 0.62), which is the 
share of the physical capital of the gross product. In 
the long and short term, respectively, we can obtain the 
elasticity and share of the Human Capital Index Share, 
(0.56 and 0.38), respectively, in the long and short term, 
using data on the worker’s physical capital and the real 
GDP per worker, in addition to the adjusted labor com-
ponent data in human capital, and based on the values   
obtained The annual rate of growth of total production 
factor (TFP) is obtained (Solow Residual) and (-0.066) in 
the long term from 1971 to 2008. If we assume that the 
value of  is 0.62, the annual rate of growth of the total 
productivity of the factors of production in the short 
term is (-0.092) This growth is attributed to technical 
progress and other factors, in contrast to physical and 
human capital, and it is noted that the growth rate of 
GDP during the period from 1971 to 2008 estimated at 
(0.0617) may be divided among factors of production 

by 1.5% for physical capital and 0.6% Of human capi-
tal, and 1.1% of total productivity of production factors 
(long term). (In the short term); growth itself was distrib-
uted by 2.1% for physical capital and 0.40% for human 
capital, and -1.5% for total productivity of the factors 
of production during the study period, as shown in the 
following table:

Note: Figures in brackets are the ratio of total growth
From Table 4; the paths were divided into four sec-

ondary time periods for analytical reasons only. As men-
tioned earlier, the growth rate of total productivity of 
production factors represents the contribution of factors 
other than physical and human capital in the process of 
economic growth. It is clear from the table that the com-
putational mean of the growth rate of total productivity 
of the factors of production was positive during the sev-
enties and especially during the period from 1971-1983, 
While in other decades, especially in the late 1980s and 
1990s, which was accompanied by well-known politi-
cal and social events that affected economic and social 
conditions, with a sharp decline in real GDP growth 
rate. The results of the above table show that the growth 
rate of total productivity of the factors of production in 
Sudan was low and almost negligible as it is well below 
1%. The following fi gure shows the rate of growth of 
total productivity of the factors of production during the 
study period in the long and short term:

• In view of the previous results and the graph show-
ing the growth rate of total productivity of the 
factors of production in Sudan during the study 
period, the following can be observed:

• During the 1970s, overall productivity of produc-
tion factors plays an important and positive role 
in economic growth and is therefore an important 
component of growth in that period.

Figure 1. The rate of growth of total produc-
tivity of the factors of production during the 
period from 1970-2008
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Table 1. The Unit Root Test

Variable

Model without constant 
or trend

Model with constant only
Model with constant 

and trend

ADF-Stat Critical Value 1% ADF-Stat Critical Value 1% ADF-Stat Critical Value 1%

Levels
-1.164 -2.63  -1.398 -3.62   -1.453 -4.23

-2.525 -2.63 -0.423 -3.62   -1.660 -4.23

-3.556 -2.63 -3.63 -3.623   -3.662 -4.23

First Difference -2.1353 -1.950 -3.0143 -2.945   -2.873 -4.23

Table 2. The Co-integration test results

Eigen 
Value

Likelihood 
Ratio

Critical 
Value (5%)

Critical 
Value (1%)

Hypothesized 
No. of CE(s)

0.386144  18.84671  15.41  20.04 None *

0.034901  1.278872   3.76   6.65 At most 1

L.R. test indicates 1 co integrating eqn(s) at the 5% signifi cance level

Table 3. Dependent Variable: Ly

Variable Coeffi cient Std. Error t-Statistic Prob.  

Lk 0.617332 0.073507 8.398300 0.0000

C -4.272187 1.054716 -4.050558 0.0003

MA(1) 0.723802 0.116054 6.236774 0.0000

R-squared 0.871414 Mean dependent var -12.85939

Adjusted R-squared 0.864271 S.D. dependent var 2.674170

S.E. of regression 0.985204 Akaike info criterion 2.674170

Sum squared resid 34.94254 Schwarz criterion 3.009833

Log likelihood -53.19640 F-statistic 121.9844

Durbin-Watson stat 1.352281 Prob(F-statistic) 0.000000

Inverted MA Roots -.72

• The accumulation of physical and human capital 
was the main element of growth in Sudan during 
the period from 1971 to 2008. This is evident from 
previous growth accounting procedures. The TFP 
growth rate does not appear to be a source of eco-
nomic growth but rather a reduction in production 
effi ciency.

• In the study period generally and in some second-
ary periods (1984-1996, 1997-2008), the growth 
rate of TFP is negative and leads to a decline in 
economic growth.

The results above agree with the fi ndings (Senhadji, 
1999, p.152-153), where the average capital share of 
growth was found to be greater than the average share 
of human capital and the average share of the total pro-
ductivity growth rate of the production factor in some 
African countries.

Given Table 4, it is important to note the relation-
ship between the value of  and the growth rate of TFP 
where we note that the increase in the value of  with 
the rest of the other things is the same, Of human capital 
or labor component adjusted by human capital (h) and 
total factor productivity (TFP). Collins and Bosworth, 
1996, p.37), in their study of economic growth in some 
Asian countries, suggests that an increase in the value 
of  implies a decrease in the contribution of TFP to the 
growth process, Leads to a decline in the contribution 
of physical capital and an increase in the contribution 
of human capital, this result with the fact that physical 
capital is growing at a faster rate than human capital, 
and therefore leads to a negative correlation between 
the contribution of TFP and the level of . This can be 
demonstrated by reference to the results we obtained in 
this study. For example, during the period from 1971-
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Table 4. Distribution of overall growth among different factors of production (estimate of total productivity of 
production factors

Variables

Year       

Average 
Growth 
rate of 

real GDP

Average 
Growth 

rate of real 
GDP Per  
worker 
(Y/L)

Value of 
capital 
share
()

Average 
Growth 
rate of 

physical 
capital per 

worker 
(k/L)

Average 
Growth 
rate of 
human 

capital per 
worker (h)

Distribution of 
total growth 

between factors 
of production 

(average growth 
rate multiplied by 

the value of )

Amount 
due to 
TFP

Amount 
due to 

Physical 
capital
( *k)

Amount 
due to 
Human 
capital

(1-) *h

1971-1983

-

0.170306

-

0.1386

-

0.44

0.62

0.154662

-

0.087299

-

0.0681
(49)

0.0959
(70)

0.0489
(35)

0.0332
(24)

0.022
(16)

0.009
(6)

1984-1996

-

0.03249 0.0105

-

0.44

0.62

0.35256

-

0.051226

-

0.1551
(15)

0.2186
(20)

0.0287
(3)

0.0195
(2)

-0.174
(-17)

-0.228
(-21)

1997-2008

-

0.06644 0.0338

-

0.44

0.62

0.106897

-

0.056726

-

0.0470
(1.4)

0.0663
(1.96)

0.0318
(1)

0.0216
(0.64)

-0.045
(-1.4)
-0.054
(-1.6)

1971-2008

-

0.090359

-

0.0617

-

0.44

0.62

0.20728

-

0.065304

-

0.0912
(1.5)

0.1285
(2.1)

0.0366
(0.6)

0.0248
(0.40)

0.0661
(-1.1)

-0.0916
(-1.5)

1983, it can be observed that an increase in  value 
from 0.44 to 0.62 reduced TFP contribution from 16% 
to 6% respectively. In the same period of time, It can 
be seen that the decline in the value of  from 0.62 to 
0.44 leads to a decline in the contribution of physical 
capital from 70 to 49% and increase the human capital 
adequacy from 24 to 35%. In the period from 1971 to 
2008, the increase in the value of  led to an increase 
in the contribution of physical capital and the decline in 
the contribution of human capital to the growth process. 
Also, the decline in the contribution of TFP to the pro-
duction process is very signifi cant, with the contribution 
of total productivity to factors of production very low 
sometimes , Which led to a decrease in the GDP growth 
rate of the worker (0.0617), which can be demonstrated 
by other time periods. It is therefore possible to say that 
the total productivity of the factors of production is not 
always a major factor driving economic growth, but 
often the contraction of economic growth.

It seems that the estimation of the total productivity 
growth rate of the factors obtained in this study can 

be compared directly with the results of other studies 
that estimated the rate of growth of this productivity for 
some regions and countries, which includes Sudan, or 
to cover the Sudanese economy. It should be noted here 
that the results of this study, which estimated the rate 
of growth of total productivity of factors do not con-
tradict the results of many studies, as examples, Mak-
disi et al., 2002, p.35 showed in their study on growth 
in the MENA region During the period 1960-1998, that 
the overall productivity of the factors of production 
is not an important factor for growth in the countries 
of the Middle East and North Africa, and the results 
of this study that the contribution of total productiv-
ity of the elements were negative in most countries, or 
positive value, but low in some of them Sudan, Tunisia 
and Morocco), indicating their limited role in economic 
growth Financial money.

The study by Abu-Qarn and Abu-Bader, 2005, p.765-
768, showed that the rate of growth of total produc-
tivity of productivity factors and their determinants for 
the MENA countries, Its countries have varied over the 
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last four decades of the last century. On average, the 
results of Abu-Qarn and Abu-Bader in another study 
of the sources of economic growth in the MENA coun-
tries in 2007 indicate that the average growth rate of the 
total productivity of the factors of production in Sudan 
is -0.012 during the period 1960-1997, Contradicts our 
fi ndings in this case. Where we found that the average 
growth rate of total productivity of the factors of pro-
duction in Sudan during the period from 1971 to 2008 is 
(-0.066, -0.092) in the short and long term, respectively.

In their study of growth sources in the MENA coun-
tries, Abuqran and Abu Badr found that the contribution 
of physical capital to growth is greater than human capi-
tal. In their analysis of growth sources, the role of total 
factor productivity in determining economic growth is 
insignifi cant and negative in some countries. MENA (such 
as Sudan) where most of the growth is due to the accumu-
lation of other factors of production. The study pointed to 
the relative importance of production inputs, and showed 
that growth is almost entirely related to the formation 
of physical and human capital. Other factors contribute 
only to a weak percentage. It is clear that among these 
factors is technical progress that does not seem to have 
a signifi cant impact on the growth of the economy Or 
that its effect fades under the infl uence of other factors 
involved in the composition of the total productivity of 
the factors of production, and the link between them is 
negative and unimportant. In summary, it can be argued 
that during the study period, the accumulation of physical 
and human capital has a fairly large contribution to the 
growth process, while the total productivity of the factors 
of production or the growth rate of TFP leads to contrac-
tion in economic activity as a whole, Real GDP during the 
study period as well as in most other secondary periods. 
As most studies have found, especially in Sudan, it can be 
said that the total productivity of the factors of produc-
tion does not play an important and decisive role in the 
economic growth process in Sudan

SUMMARY AND FINAL RESULTS

• This study aimed at estimating the total produc-
tivity of the production factors (TFP) in Sudan, 
specifi cally during the period from 1970 to 2008. 
The study used gross fi xed capital formation as 
an alternative to physical capital. In addition, TFP 
used the weighted human capital in the wages it 
earns from work Based on the level of education 
you get The study reached a number of results can 
be summarized as follows:-

• Appropriate estimation of the elasticity of produc-
tion for physical capital by applying JOHN. And 
then used to calculate the growth rate of total pro-
ductivity of the factors of production in Sudan.

• It has been showed that the growth rate of total 
productivity of the factors of production in Sudan 
was very low and takes negative values   in some 
periods, especially during the 1980s and 1990s, 
and the relative elasticity of growth rates in the 
fi rst case, for example, by 0.44 for physical capital 
and 0.56 for human capital. 

• The contributions of physical capital, human capi-
tal and total productivity of the factors of produc-
tion during the period 1970-2008 were distributed 
respectively: 1.5, 0.6 and 1.1%. The effect of the 
other factors of human and physical capital was 
small on economic development Sudan during the 
period from 1970 to 200 8 m. The overall produc-
tivity of production factors in the Sudanese econ-
omy does not play an important role in economic 
growth.

Thus, the results of the growth analysis show that the 
accumulation of physical capital was the main source of 
growth in Sudan during the period from 1970 to 2008, 
while the accumulation of human capital is the second 
most important element in contributing to growth. The 
weakness of human capital in the selected periods cov-
ered by the study was one of the main reasons for the 
signifi cant decline in the growth rate during the 1980s 
and 1990s. This is not surprising because Sudan is one 
of the countries that suffer from a defi cit in investing in 
education.

In conclusion, it can be said that the standard results 
of this study provide useful suggestions to the decision-
makers in the Sudanese economy, because identifying 
the sources of economic growth allows the decision-
maker to focus on the factors that stimulate growth, 
within the strategic direction of the state in diversifying 
the sources of income and not rely on certain revenues, 
After separation. The state must work to raise the level 
of investment in human capital, build knowledge and 
skills, intensify education, training and rehabilitation 
programs for the national workforce, encourage research 
and development, and ensure the right to education for 
all. The large gap between developed and developing 
countries Economic development is largely due to the 
formation of human capital, which requires develop-
ing countries to develop a comprehensive strategy to 
develop the potential of the human element in them, as 
the process of economic development depends greatly 
on the development of this element.

It should also be noted that the results obtained are 
subject to the variables used in this study and how they 
are calculated, especially with regard to the method of 
calculating physical capital stock, the wage-adjusted 
labor force (human capital), and the methodology we 
used to estimate the elasticity of production (A). In addi-
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tion, the overall productivity growth rate of the produc-
tion factors (solos) is the residuals in which the measure-
ment and estimation errors occur. However, the overall 
factor productivity estimate and the Sulu condominium 
have been met by an enormous amount of research, 
studies and economic literature that have come from 
the usefulness of this concept, which has led us to try 
to apply it in a simple economic economy such as the 
Sudanese economy.

• In the light of the previous results, the study 
reached a number of proposals that may be use-
ful to some policy makers and planners of educa-
tional and economic plans, as well as to the gen-
eral researchers in this fi eld, in order to know the 
shortcomings of this aspect and try to cover them,

• The need to raise the level of investment in human 
capital and build capacityKnowledge and skills, 
intensify education, training and rehabilitation 
programs for the national workforce, and encour-
age research and development spending.

• The large gap between developed and developing 
countries in the fi eld of economic development 
is largely due to the formation of human capital, 
which requires developing countries to develop a 
comprehensive strategy to develop the potential of 
the human element in them, as the process of eco-
nomic development depends greatly on the devel-
opment of this element

• Improving the rates of return on investment in 
education generally requires upgrading the quality 
of outputs of the educational process so that it is 
refl ected in the labor market in the form of high 
levels of productivity of the human element.

• There is a need to reconsider the peace of sala-
ries and wages in Sudan in order to widen the gap 
between the different levels of education in a con-
crete way.

Researchers in this area should be cautious when using 
the methods of growth calculations, especially not to 
consider the results as merely a measure of technologi-
cal progress. Furthermore, researchers must take into 
account that the methods of estimating the productiv-
ity growth of the total factor of production are neither 
a theoretical concept nor a theory of growth, because 
there is still no complete theory of total factor produc-
tivity, and most of these methods are valid only in coun-
tries where Has reached equilibrium in balanced growth 
as output grows at the rate of input growth
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ABSTRACT

Coping with the high rate of business environment or gaining competitive advantages and customer satisfaction are 
mainly based on organizational resources, especially an employee. Employees with low performance cause a vital lose 
for organizations and the absenteeism consider to be one of the factors that affect performance So, understanding the 
causes of absenteeism may power the organization with a competitive advantages tool and open the area of research for 
computer and human resources fi elds. The aim of this paper is to discover the factors and causes of employees absence 
using computerized technologies. The research conducts data analysis on the absentee database and fi nds some factors 
that have a good correlation with absenteeism. Moreover, three prediction models are built: Naïve Bayes, Decision Tree, 
and Random Forest. These models discovered the factors and predict the absenteeism with high accuracy. The Random 
Forest is the best with an accuracy of 92% while the Naïve Bayes is the second followed by the Decision Tree model with 
an accuracy of 91% and 90% respectively.
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INTRODUCTION

Recently, most of the organizations race to reduce 
expenses, increase productivity, catch the opportunity 
and meet customer satisfaction. In order to gain the race, 
the organizations should manage the factors that affect 
their performance. The main factor that has a direct effect 
on the organization’s performance is the human resource. 

The presence of employees means the planned workfl ow 
is performed as expected. It also means a reduction in 
the costs of management and supervision, overtime, addi-
tional workers and the penalty clause. By contrast, the 
absence of an employee leads to the exact opposite.

Currently, organizations are seeking to fi nd the main 
causes behind absence. This subject has been studied 
before decades form a different perspective. However, 
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the statistical methods are the most common methods 
for analyzing data and fi nding direct relationships.

This paper focus on extracting the relationship 
between the general information about the employees, 
which stored in the organization database, and the rea-
sons for the absence to predict their absenteeism ratio. 
By fi nding the relationship, the organization gains a 
highly competitive advantage tool that could be used 
to address the consequences of the employees’ absence 
and help human resources management to improve the 
process of recruitment and crisis management.

In this paper, the statistical methods are used to under-
stand the database and then fi nd some absenteeism fac-
tors. Moreover, according to the type of data understud-
ying, the most suitable technique is chosen, therefore 
the classifi cation technique is used since the factors of 
absenteeism are categorical data. So, prediction models, 
based on classifi cation, are built to uncover other factors 
that might have indirect causes in the absence.

Classifi cation is a technique that can be done on dif-
ferent types of data, structured or unstructured. It is a 
process for categorizing the input data into a number 
of predefi ned classes. The objective of the classifi ca-
tion technique is to identify and predict the class of the 
new data based on extraction rules from the previous 
data. It is one of the supervised machine learning tech-
niques. Machine Learning is “the process of learning a 
set of rules from instances, for examples in a training 
set, which means, creating a classifi er that can be used 
to generalize from new instances (Kotsiantis, 2007). 
Depending on how classifi er is created, the classifi ca-
tion algorithm, there are different types of classifi cation 
techniques, such as: Naïve Bay es, K-Nearest Neighbor, 
Decision Tree, and Random forest.

The paper provides a brief background of the employ-
ees’ absenteeism and presents some related works in sec-
tion 2. Section 3 describes and illustrates the methodol-
ogy of this research with four stages: data preprocessing, 
processed databases, prediction models, and results and 
decision. Finally, section 4 concludes the paper.

LITERATURE REVIEW

The absenteeism studies were considered to be one the 
management fi led researches. However, as a result of 
technological development, these studies are being con-
ducted using computerized concepts. In this section, the 
background and the related work of the absenteeism 
studies are presented.

Background

The employees have a signifi cant role in any business. 
Organizational performance and success, competi-
tive advantages and customer satisfaction are mainly 

determined by the employees’ performance and human 
resource management [HR] (Binter et al., 1990) (Nickson 
et al., 2003) (Schneider et al., 2003). The crucial role 
of HR has been studied in ‘management literature’ via 
models, theories, and empirical studies. Managing the 
employees’ absenteeism consider being one of the most 
vital issues for HR managers to deal with. Absenteeism 
is defi ned as “a temporary absence from work (tempo-
rary withdrawal from an organization) for reasons such 
as illness, death in the family, or other personal issues” 
(Mathis and Jackson, 2008). It is also defi ned as “an 
employee’s intentional or habitual absence from work” 
(Cucchiella et.al., 2014).

Excessive absence can seriously affect any organi-
zation and it might lead to high direct and indirect 
costs and low productivity (Mathis and Jackson 2008) 
(Cikeš et.al., 2018). For example, in Tayler and Qi (2013) 
research, there is a loss of 3% of scheduled labor hours 
caused by unplanned absence. Moreover, many types of 
research have concluded that the low performance and 
high absenteeism of an employee gives an early indica-
tion for a turnover situation. Although it is a negative 
indicator, it could help business organizations and HR 
to search for more qualifi ed alternatives before it occurs 
(Cohen and Golan, 2007) (Morrow et al., 1999).

So, understanding the employees’ absence depend-
ing on the process of extracting meaningful information 
from the available data and information to help organi-
zations to manage their business is known as knowledge 
management [KM]. KM is the new concepts that will lead 
the organizations into a new area or opportunities and 
advantages by combining the individuals’ knowledge 
and effort with the capabilities of the new technologies 
(Becerra and Sabherwal, 2010). This research depends on 
the concept of KM to improve the organization manage-
ment by understanding the absenteeism factors depend-
ing on the available data and information.

Related Work

In this research, the related work illustrates three stages 
of absenteeism studies. The fi rst stag e was for the early 
studies that focus on understanding absenteeism factors 
form administrative or social perspective or as a behavio-
ral study. The computational method was used in the sec-
ond stage while the computerized and machine learning 
technologies are used in the current stage, the last one.

Five decades from now, there were intensive 
researches to discover the absence behavior. In 1970, 
“the systematization of absenteeism causes and con-
sequences” was the fi rst signifi cant paper (Muchinsky, 
1977). In this paper, Muchinsky describes the relation-
ship between absenteeism and personal, organizational 
and attitudinal variables. In addition, Muchinsky also 
studies the relationship between absenteeism and turno-
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ver. Moreover, many types of research have been con-
ducted from that time until now, but most of them were 
conducted from an administrative or social perspective 
or as a behavioral study and resulted in a recommenda-
tion for improvement (Rhodes and Steers, 1981) (Harri-
son and Martocchio, 1998) (Cikeš et.al., 2018).

However, there was a use of computational methods 
to understand the relationship between absenteeism 
factors. For example, Tayler and Qi (2013) used Pois-
son regression to discover different factors of unplanned 
absences in rail dispatcher scheduling and resulted that 
the unplanned absences are estimated to cause a loss 
of 3% of scheduled work hours, which are used as sta-
tistical evidence. In addition, absenteeism studies have 
been criticized for using unsuitable analysis as many 
researchers used regression and correlation models and 
changed the data to suit the requirements of these mod-
els (Sturman, 1996). However, new studies use different 
models to understand absenteeism. For example, clas-
sifi cation models provide more insight into the factors 
and causes of absenteeism even if they do not have a 
direct relationship.

Recently, Martiniano et al. (2016) used multilayer per-
ceptron for absenteeism prediction, the proposed method 
was published while the results are not yet released. In 
this paper, following the new trend of studies in this 
fi eld, three prediction models are built based on the con-
cepts of classifi cation and how can indirect factor affect 
the prediction model.

DISCOVERING EMPLOYEE ABSENTEEISM 

METHODOLOGY

Employees’ absenteeism has been studied widely from 
a managerial perspective. However, the methodology of 

this paper follows a systematic approach of data anal-
ysis and uses classifi cation to understand the factors 
behind the absenteeism. Discovering the factors affect-
ing employee absenteeism methodology consists of four 
stages as shown in fi gure 1. They are: preprocessing 
data, developing the processed databases, conducting 
prediction models, deciding on which classifi er is the 
most accurate and appropriate.

Before working on the data set, it is important to 
describe data used in this research. It is a dataset of 
absenteeism of ‘A Courier Company’ in Brazil which was 
recorded from July 2007 to July 2010. It has 21 attrib-
utes and 740 instances (Martiniano et al. 2016). Table 1, 
shows the attributes and th eir description.

In this methodology, the work starts with preproc-
essing the absenteeism database by grouping some type 
of attributes and studying the correlation between the 
attributes and the absenteeism to fi nd the signifi cant 
causes of absenteeism.

After that, two databases will be used in the predic-
tion models: the base database and the reduced one. For 
the base dataset, choosing the best classifi er depends on 
the one with high accuracy. However, in the reduced 
database, to reach an accepted accuracy, the database is 
modifi ed by adding an additional attribute, one at a time, 
even if there is no correlation between it and absentee-
ism. The process of adding the attribute discovers some 
factors of absenteeism which could not be known via 
regular data analysis such as correlation or regression.

Preprocessing Data

In any study, the quality of the data has a direct effect on 
the results, following the concept of ‘garbage in garbage 
out [GIGO]’ which describes: “the concept that fl awed, or 
nonsense input data produces nonsense output” (Web-

Figure 1. Methodology of Discovering the Hidden Factors of Absenteeism



122 EMPLOYEES ABSENTEEISM FACTORS BASED ON DATA ANALYSIS AND CLASSIFICATION BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS

Afefa Asiri and Manal Abdullah

1). So, this process is the most signifi cant part of this 
paper. In order to build a suitable prediction model, the 
database should be understood and studied carefully to 
get more insight about it and perform meaningful modi-
fi cations.

In order to understand the database and choose the 
most signifi cant attributes that affect the absenteeism, 
the relationship between the attributes and the impor-
tance of each one should be understated. Therefore, the 
‘Statistical Package for the Social Sciences’ (SPSS) is 
used to discover and modify the database, as it is con-
sidered to be a good software to perform data analysis 
work and deal with format databases (Web-2) Two pro-
cesses are performed on the database to be ready to use 
in the next stage: grouping and correlations.

Data Grouping

In this section, some of the database’s attributes are not 
in a format that can be used directly into ML.
to overcome that, data grouping is used.

Transportation Expense and Distance to the Work 
attributes are presented in real numbers, their ranges are 

very big, instead of dealing with them as numbers, they 
could be categorized into groups, intervals. From fi gure 
2, it is clear that ‘Transportation Expense’ can be clas-
sifi ed into three groups [100,200], [200,300] and [>300]. 
In addition, the same process is done with ‘Distance 
to the Work’ and the categories are [0-20], [21,40] and 
[>40], as shown in fi gure 3 and fi gure 4 while the new 
categories is shown in fi gure 5.

Table 1. Absenteeism Dataset

Attribute Description
1. ID Individual identifi cation

2. Reason for absence (ICD). Absences attested by the International Code

of Diseases (ICD) stratifi ed into 21 categories

(1-21), and 7 categories without (CID),

3. Month of absence 1-12 represent real months

4. Day of the week Monday (2), Tuesday (3), Wednesday (4),

Thursday (5), Friday (6)

5. Seasons 1-4 represent seasons restively

6. Transportation expense Integers

7. Distance from Residence to Work In kilometers

8. Service time In hours

9. Age Integers

10. Work load Average/day In hours

11. Hit target Integers

12. Disciplinary failure (yes=1; no=0)

13. Education high school (1), graduate (2), postgraduate

(3), master and doctor (4)

14. Son Number of children

15. Social drinker (yes=1; no=0)

16. Social smoker (yes=1; no=0)

17. Pet number of pets

18. Weight Integers

19. Height Integers

20. Body mass index Integers

21. Absenteeism time in hours (target) In hours

Figure 2. Transportation Expanse_ Frequency
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Figure 3. Distance from Resident to Work_ Fre-
quency

Figure 4. Grouped Transportation 
Expanse

Figure 5. Grouped Distance 
form Resident to Work

In Addition, Ages are varied from 27 -the minimum- 
to 58 – the maximum. According to fi gure 6, it is obvi-
ous that the ages could be classifi ed into 3 categories 
[25-35] [35-45] [>45]. Form the pie chart in fi gure 7 
almost 50% of absence comes from employees who are 
between 35 and 45 years old.

Moreover, BMI attribute was provided in kilograms, 
which include a very long range of meaningless data. 
To overcome this, the data are modifi ed according to the 
International formula for defi ning BMI (Web-3):

Underweight = <18.5
Normal weight = 18.5–24.9
Overweight = 25–29.9
Obesity >= 30

Figure 6. Age Frequency

Figure 7. Grouped Age

The pie chart in fi gure 8 presents the grouped BMI 
which provides more meaningful information and indi-
cate that 64% of absent employees are obese or over-
weight.

Finally, in the original database, the range of the 
absenteeism in hour attribute starts from zero to 120, as 
this attribute will be the predicted one, the range should 
be minimized to include fewer classes. With respect to 
the frequencies of the absenteeism times, almost 6% of 
data represents 0, where the major frequency with 85% 
lies between 1-0, leaving just 9% to represents all the 
absence time more than 10. As a result, this attribute 
could be classifi ed into three categories [0], [1-10], and 
[>10], as shown in fi gure 9.

Figure 8. Grouped BMI
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Correlations

Understanding the relationship between the attributes 
appears more insight and information about the data-
set. To discover these relations, correlation is used. it is 
“a statistical measure that indicates the extent to which 
two or more variables fl uctuate together. A positive cor-
relation indicates the extent to which those variables 
increase or decrease in parallel; a negative correlation 
indicates the extent to which one variable increases as 
the other decreases” (Larson and Farber, 2015).

The database is analyzed using correlation to discover 
the most signifi cant attributes that affect the absentee-
ism, as table 2 shows these attributes with the correlation 
values and at which signifi cant level. It is obvious that 
the correlation between most of the attributes is positive. 
However, the surprising  information here shows that the 
correlation between absenteeism and ‘Distance form 
Work’ is negative.

Processed Databases

The third stage of the methodology is to prepare the pro-
cessed databases. There are two databases that are used 
for the next stage. The fi rst database is ‘Base Database’, 
which consists of all the attributes of the main database 
but processed version. The second database ‘Reduced 
Database’, which contains the attributes that have a 
strong correlation with absenteeism attribute as shown 
in table 2.

Prediction Models

There are some insights about the employees absentee-
ism causes and factors are exposed during the preproc-
essing process in the previous section. However, to get 
more insights and discover hidden relationships, three 
classifi cation prediction models are built: Naïve Bayes, 
Decision Tree, and Random Forest, where they have 
good performance with categorical data. The R language 
is used, as it is one of the most popular and effi cient 
languages for data science and has the fl exibility to 
deal with different topics by providing supported pack-
ages (Web-4). The base and reduced databases are used 
and divided into 75% training data and 25% testing 
data.

Naïve Bayes

It is the simplest classifi cation methods which required 
low computational time. The model is run to classify 
the database into three classes [0], [1-10] or [>10], the 
result of this model using two databases is shown in 
table 3.

Decision Tree

It is generally used in ML applications especially with 
the categorical data type. It is a tree where nodes rep-
resent an event while the leaves represent the decisions. 
A decision tree recursively divided the predictor factor 
to represent the relation between the predictor variable 
and the responses variable. As decision tree has a -build 
in- attribute selection, which known as ‘information 
gain’, the most homogeneous set of attributes and ranks 
are discovered via constructing decision tree as shown 
in fi gure 10. The result of this model is presented in 
table 4.

Random Forest

It’s concept based on creating large numbers of deci-
sion trees. Every observation is fed into every decision 
tree. The most common outcome for each observation is 
used as the fi nal output. 500 classifi cation trees are used 
in the Random Forest model. The result is presented in 
table 5.

Figure 9. Grouped Absenteeism Hours

Table 2. Correlation between Absenteeism and 
Attributes

Attribute Correlation
Level of 
Signifi cant

Distance from work -0.071 0.05

Age 0.063

Son 0.105

Social Drinker 0.082 0.01

Hight 0.126

Table 3. Naïve Bayes Results

Database Accuracy Sensitivity Specifi city

The Base 0.88 [0] 1.00000 [0] 0.98974

[1-10] 0.9489 [1-10] 0.5938

 [>10] 0.31579 [>10] 0.96296

The Reduced 0.91 [0] 1.00000 [0] 1.00000

[1-10] 0.9943 [1-10] 0.4375

[>10] 0.052632 [>10] 0.994709
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RESULTS AND DECISION

The last stage of the methodology is to investigate the 
results that come from the prediction models and decide 
which model has the best performance. Figure 11 shows 
the results of the three prediction models using the two 
databases. It is clear that the three models have almost 
high accuracy and the random forest provides the high-
est accuracy with 92% using the base database and it is 
the one that can be chosen to predict the absenteeism of 
the employees.

However, this research tends also to know the fac-
tors of absenteeism not only to predict it, so, when 

using the decision tree model with the reduced data-
base, the resulted tree, as shown in fi gure 10 presented 
some attributes that did not have a high correlation with 
absenteeism and some of the highly correlated attributes 
are discarded. As a result, the prediction models provide 
not only prediction benefi t but also can be used to dis-

Figure 10. Decision Tree Model

Table 4. Decision Tree Result

Database Accuracy Sensitivity Specifi city
The Base 0.89 [0] 1.00000 [0] 1.00000

[1-10] 0.9636 [1-10] 0.5750

[>10] 0.29167 [>10] 0.96610

The Reduced 0.90 [0] 1.00000 [0] 1.00000

[1-10] 0.9909 [1-10] 0.4500

[>10] 0.083333 [>10] 0.991525

Table 5. Random Forest Result

Database Accuracy Sensitivity Specifi city
The Base 0.92 [0] 0.93750 [0] 1.00000

[1-10] 0.9864 [1-10] 0.5750

[>10] 0.33333 [>10] 0.98729

The Reduced 0.91 [0] 1.00000 [0] 1.00000

[1-10] 0.9682 [1-10] 0.5500

[>10] 0.25000 [>10] 0.97034

Table 6. Summary of Models’ Performance

Model Database Accuracy
Naïve Bayes The Reduced 0.91

Decision Tree The Reduced 0.90

Random Forest The Base 0.92
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cover some relation between the data where the regular 
statistical methods cannot discover it.

CONCLUSION

Predicting the causes behind the employees’ absence has 
a crucial impact on the effi ciency of Human Resource 
Management. However, most of the current studies 
focused on statistical methods, such as correlation and 
regression. Nevertheless, the results of the prediction 
models lead to discovering the gaps in the statistical 
approaches and how the results of these approaches give 
narrow and incomplete information.

Despite of the relationship between the attributes in 
the reduced database, as this database includes only the 
attributes that have a good correlation with the predic-
tion attribute, the models’ performance is high with 
the base database, which contain all the attributes and 
with after adding additional attributes to the reduced 
database, as what happened in the decision tree model. 
Consequently, it is obvious that there are hidden fac-
tors that affect the absence even if they do not have 
a direct relationship with absenteeism. Table 6 shows 
that the random forest model excesses the other mod-
els by having an accuracy of 0.92 % by using the base 
database.

It is better for management, especially the Human 
Resources Department, to design an employees’ database 
that includes as much descriptive data as possible about the 
staff, since the hidden causes of absence could be predicted 
via these data. As a result, absenteeism can be avoided 
before it occurs, or the prediction values can be used as 
an effective tool for crisis management. Moreover, these 
hidden causes of absenteeism could be used by the organi-
zations to set additional requirements for a new job. There-
fore, the percentage of the absence could be decreased.

Using the computerized approaches to discover-
ing information and knowledge from the data such as 

machine learning techniques consider to be a rich fi eld for 
researcher especially for human resources management.
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ABSTRACT

The main issue of all the security and verifi cation system is authentication and security by the user. This is needed to the 
enhancement of a mechanism which ensures users’ privacy and security. This is a vast research area to develop security 
system in this fi eld and different types of technologies have been proposed earlier. The conventional methods use tokens 
and passwords for providing security to the users and this system is compromised by hackers and also necessity to veri-
fi cation system design to ensure authentication and provide more security to the users. In recent years researchers have 
combined the key generation of cryptographic and biometrics method. The important features of biometrics are, it is a 
template which is not possible to revoke by an unauthorized person. The very familiar soft biometric features are the iris, 
retina, face, fi ngerprint, voice and so on. There is a cryptographic key generation technique Fuzzy Vault combine’s soft 
biometrics. Providing more security to the users is necessary to avoid attacks. This technique gives an additional layer 
of security. Since this technique combines soft biometrics as well as cryptographic key generation which overcomes 
the limitation of biometric system when implemented individually. This paper proposes fuzzy vault scheme which uses 
retina as a soft biometric and gives best results when the performance is compared with other authentication system in 
ensuring the authentication.
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INTRODUCTION

Soft biometric technology recognizes the persons with 
the help of biological or behavioral characteristics. The 
main advantages of soft biometric system are, it cannot 
be forgot or lost when compare with the conventional 

system such as tokens and passwords. These new meth-
ods provide an innovative, also well suitable for the user 
information for identifi cation and authentication. There 
are different stages for providing authentication to the 
users. The fi rst step is enrollment of user. The process 
of this step is the user has to register their biometric 
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features in different position for calculating in differ-
ent measurement. The entire measurements are stored 
in a table after applied in some algorithm. Few of the 
biometric feature used for authentication is face, fi nger-
print, hand geometry, keystroke dynamics, hand vein, 
iris, retina, signature, voice, facial thermo gram, and 
DNA. The use of above mentioned biometrics is search 
the biometric templet from the table in a database and 
compare with the person who try to access the system. 
If the template matchers with the stored data and sensed 
data the system give the authentication to access it [1] 
[2] [3]. This system has both advantages and disadvan-
tages. Once a biometric template of a user is stolen and 
the template not able to re-issue, destroy or update. 
Another disadvantage is one biometric system of a user 
can be used to access many systems, hence the attacker 
may easily access the system and utilize the data of the 
specifi c user. This is the major problem in the security.

As of late, novel cryptographic strategies, like fuzzy 
commitment and fuzzy vault has been proposed to give 
safe and secure storage [4] [5]. This fuzzy vault system 
uses biometric system along with randomly generated 
cryptographic key and it enhance the security like sys-
tem authentication and access permission. This research 
paper concentrates a heuristic verifi cation system of 
biometric, with the combination usage of soft biometrics 
features measurement and fuzzy vault scheme. Accord-
ing to the proposed approach, use retina as soft biom-
etric template which is unaltered for entire lifetime of 
the user. Numerous testing were directed to inspect the 
execution of the proposed verifi cation framework.

RELATED WORK

Abhilasha et al [5] [6] [7] mentioned in their paper that 
vector space model has been used to create biometric 
key with cryptography.. In vector space model the keys 
are kept secret and thus the system has more confi den-
tiality in maintaining biometric data. This system use 
the advantages of biometric authentication. The second 
phase combines several authentication factors concur-
rently with soft biometric to provide more security. The 
main advantage of this system is, to authenticate using 
biometric any of the combination of factors may use. 
Their proposed method enhance the biometric data secu-
rity and reliability. The challenges and issues of authen-
tication system implementation is discussed by Uludag 
et al [10]. They proposed various methods combined 
with cryptographic key and template using biometric 
stored in the database for authentication. They assessed 
the performance for binding and generation algorithms 
using fi ngerprint. They revealed that it is very big chal-
lenges to generate biometric key due to extreme data 
acquisition variations. They provide more reliability and 

suitability of this algorithm for digital rights manage-
ment systems. Experimental results shown their per-
formance and discussed in improving authentication. 
Cimato et al. [12] proposed a biometric authentication 
technique using multiple biometric data. The privacy 
of the document is guaranteed against loss or steal of 
the document since, the control of authentication can 
be performed offl ine and it is not possible to show any 
information. Proposed approach of them ensures secu-
rity with high level as they are using various biometric 
data. These techniques are highly developed to make fast 
the security system and make it very convenient and 
coherent the process for identifi cation. The combination 
of cryptography with soft biometrics increases the confi -
dentiality using biometric templates which stored in the 
database for verifi cation. 

Hao et al [15] proposed a security system which com-
bines iris soft biometric with cryptographic key for the 
fi rst time. A string of binary data called as biometric 
key has been generated from the iris. This key created 
with a support of auxiliary error correction data from 
iris image, this cannot be disclosed and can be stored 
in a smart card [12] [13]. The regeneration of security 
key based on token and biometric of iris. So the system 
hacker in a position to retrieve the both keys. According 
to this paper, they applied and evaluated this strategy 
with 70 different samples of iris and 10 samples biomet-
ric data from left eye and right eye. From these samples 
they fi nd out key with no error may be regenerated from 
a genuine point of iris with almost 99% rate success-
fully. 

PROPOSED APPROACH

Our fuzzy vault constructing based on the retina for bio-
metric methodology followed three steps. The fi rst step 
is the random transformation applied in to the retinal 
temple. This method provide the advantages for soft 
biometrics and fuzzy frame work, its enhance the high 
level security and privacy. The second template which 
got from the fi rst step is secured using the application of 
fuzzy vault. 

The third and fi nal step consist the random genera-
tion of key from the template construct soft biometric 
measurement, password from the user and fuzzy vault. 
To provide the extra layer the password has been given. 
Fig 1 displays soft biometric tempering of fuzzy vault 
scheme based on the retina 

A. Feature Point Extraction - Retinal Bifurcation

RBFPE technique is implemented by Chen et al. in [19] 
is followed in this paper. There is a need to extract the 
bifurcation from retina. The bifurcation point fi xed and 
to retrieve the bifurcation feature. Again the bifurcation 
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points of retinal are extracted to improve the security 
and privacy. 

Soft Biometrics  traits are physical, behavioral or 
adhered human characteristics, classifi able in pre–
defi ned human compliant categories like color, height, 
skin color, eye color, weight etc. is used in most of the 
research work. The fuzzy vault scheme and soft biomet-
rics together exploit the performance of authentication 
now a days. In the proposed method bifurcation feature 
of retina retrieved from pattern of retina.

Thinning and Joining operations are applied into the 
retinal template as a major process. During this process 
the vascular pattern extracted. End of the this process 
from the retinal template, the bifurcation feature points 
are extracted, it is shown in the fi gure 2. The actual reti-
nal template shown in fi gure 2a. After completion of the 
thinning and joining process the highlighted bifurcation 
feature points of retinal vascular tree shown in fi gure 2b.

the feature points of retinal bifurcation to identify to 
lock or unlock data. The permutation and translation are 
subjected by the bifurcation feature points. 

The primary and essential need of this procedure is 
to attain the parameters like (u, v, ). Here u’, v’ are 
proposes a row and column indicator of the image and  
represent the orientation. This translated feature biomet-
rics points are more secured in the fuzzy vault. It gener-
ate a 128 bit random key. A password with 64 bit is used 
to transform the randomly generated key. And also the 
same may be used for encrypting the vault 

C. Extracted Bifurcation Feature Transformation 

Permutation, combination and translation are used to 
create the vascular tree and based on this only the bifur-
cation points are described. At the end of this operation 
a new points created from the original bifurcation trans-
formation. Only a single character has been used for the 
password of the user. The password of the user character 
length is 8. So it occupies 64 bits. There is a limitation 
for the number of characters in the password. Only 8 
characters of password length used in this research. So 
64 bits are weighted for randomization totally. In this 
16 bits, divided by 4 blocks. Every block comprising 
of 16 bit. The fi rst fi ve character is password and the 
remaining three characters are biometrics of the user. 
The implementation of proposed method we put VAULT 
as a password. Height of the user is the sixth character 
and gender as seventh character and the eighth charac-
ters is the color of iris.

At the fi rst level implementation the bifurcation has 
been divided into four quadrants. All the quadrants is 
operated with a single password before permutation 
combination and translation process. The relative posi-
tion cannot be changed in the bifurcation points. 2 bit 
block to be segmented of the each quadrant of 16 bits. 
The fi rst one consist of nine bits and remaining has 7 
bits. The Tu has seven bit and Tv has nine bits length. The 

Figure 1. Soft biometrics fuzzy vault based on retina

Figure 2. (a) Original Retinal Template (b) 
Highlighted Bifurcation Feature

B. The Retinal Fuzzy Vault Hardening 

This step is the tedious and signifi cant step in the authen-
tication design system to enhance security. All the tem-
pletes stored in the database. During hardening the reti-
nal fuzzy vault using password the sample of retinal are 
retrived from the database fi rst and it has been resized 
depending upon the requirement. The system highlights 
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translation amount in the horizontal direction is Tu and 
vertical direction is Tv. 

Fig 3 shows transformed retinal bifurcation points.
The new retinal point is derived from the followings: 

Xu‘ = (Xu+Tu) mod (2^7)

Yv‘ = (Yv+Tv) mod (2^9)

The distance in horizontal direction is Xu before trans-
formation. Likewise the distance in horizontal direction 
after transformation is Xu‘. Similarly, Yv is the distances 
before transformation. Yv‘ is the distance after transfor-
mation.

D. Encoding and Decoding the Vault

According to this stage it provide security to the the vault 
temporarily modifi ed from the password. The proposed 
approach in this step replaces Reed-Solomon recon-
struction step using Lagrange interpolation. For error 
detection the Cyclic Redundancy Check has used. The 
retrieved feature points are changed as binary strings. 
The chaff points generation method mentioned in [6][7] 
are used to implement this step. At the last the feature 
points obtained and it combined with chaff points to 
make imposter unaware of genuine points in the retina 
and the same reverse technique is used for vault decod-
ing. 

TRANSMISSION WITH THE SECURITY

The generated key has been placed in to the application 
and it will be transmitted in the wireless networks. As 
the data size increased when apply the security, an exist-
ing sleep wake up method has been used to transfer from 
source to destination. In this method, only one node is 
active in a region and the remaining are in sleep state. 
During the transmission all the secured data transmitted 
from one active node to another active node. 

genuine points. From this the total counts of points are 
(t+c). When chaff points increases the privacy and secu-
rity also increased. The number of chaff point declared 
in the system should be more than ten times. Then only 
the retinal templates will be available with the genu-
ine points. The capable of being this work is evaluated 
using the retinal transforming template technique for 
biometric features and password given by the user. This 
research proposed to make use of eight character for 
security vault as mentioned above. The eight characters 
formed with the user password and the remaining char-
acters are soft biometrics. Those eight character grouped 
into two parts and it consist fi ve character as password. 
The sixth character is height of the user, seventh charac-
ter represents the gender and eighth denotes the gender 
and iris color.

The table 1 shows an example transformation 
code obtained from soft biometrics and bifurcation 
feature points before transformation and after trans-
formation. The 8 character has been taken for secure 
fuzzy vault. ASCII value of all the characters used in 
the implementation calculated. The fi ve character pass-
word VAULT determined as 86, 65,85,76,84. The rest 
of the three characters are soft biometrics of the user. 
The ASCII value of height represents one parameter and 
gender for one parameter and iris color is one param-
eter. Many applications uses different password for cross 
matching purpose. 

This proposed multimodal biometric key based net-
work security in order to transfer data in a secure way 
and with the process of authentication and validation 
used secret key generated from the fused images of fi n-
gerprint, iris and retina. The evaluation of the proposed 
method is proved with three different metrics of false 
rejection rate (FRR), false acceptance rate (FAR) and the 
processing time of proposed method compared with the 
existing ones.

Performance Comparison of Proposed Multimodal 

Biometric Method with Single Biometric Based on False 

Rejection Rate in Network Security Systems

The metric FRR is defi ned as a percentage of real users 
which rejected by the biometric system. In authentica-
tion biometric system, the user of the system will make 
the claims of their identity, hence the security system 
must not reject an enrolled user and number of False 
Rejections must be kept as small as possible. Thus False 
Rejection must be minimized in comparison to False 
Acceptance.

The table 1 and fi gure 4 shows the performance of 
proposed fusion technique authentication system by 
varying the number of users which ranges from 1 to 100. 
From the result it is observed that the single biometric 
based authentication system fi ngerprint, iris and retina 

Figure 3. (a) and (b)  Transformed 
bifurcation Points. (Blue-Trans-
formed, Red-Original Points)

EXPERIMENTS AND RESULTS

This research method is implemented using MATHLAB. 
The required parameters which are used in this is c 
denotes the count of the chaff points, r the count of the 
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Table 1. Feature Points

Ist Quadrant 
and soft 
biometric 
features

Feature Points Transformation code 
obtained from soft 

biometricBefore Transformation After Transformation

Horizontal 
Distance Xu

Horizontal 
Distance Yv

Horizontal 
Distance 
Xu’

Horizontal 
Distance 
Yv’

Row index 
with 
respect to 
horizontal 
axis Tu

Column 
index with 
respect to 
horizontal 
axis Tv

‘VAULT’
Height=157
Iris Color=’B’
Gender=’M’

105 18 55 84 78 322

Table 1. Performance Analysis of Proposed 
Method based on False Rejection Rate

User
Finger 
print

Iris Retina
Proposed 
Method

1 - 10 86.5 87.4 91.4 88.3

11 -20 88.5 82.9 93.5 83.2

21-30 91 87.8 93.2 86.2

31-40 90.7 88.3 91 87.6

41-50 91.7 91.3 93.8 90.3

51-60 85.2 84.6 89.8 83.7

61-70 90.5 88.8 92.5 86.7

71-80 89.3 86.8 91.7 84.4

81-90 90.3 87.9 93.8 86.4

91-100 90.9 89.2 93.6 88

have less value of rejection rate while the proposed mul-
timodal fusion method produce high false rejection rate 
and proved its performance is better than the others in 
validation and verifi cation of network security. 

Table 2. Performance Comparison of Proposed 
Fusion method with single biometrics based on 
False Acceptance Rate

User
Finger 
print

Iris Retina
Proposed 
Fused Image

1 – 10 0.43 0.48 0.38 0.11

11 -20 0.42 0.45 0.4 0.1

21-30 0.41 0.43 0.43 0.14

31-40 0.38 0.39 0.41 0.08

41-50 0.37 0.4 0.38 0.09

51-60 0.44 0.42 0.33 0.07

61-70 0.43 0.43 0.31 0.16

71-80 0.42 0.45 0.41 0.24

81-90 0.4 0.47 0.43 0.19

91-100 0.46 0.42 0.4 0.16

Figure 4. Performance Analysis of Proposed Fuzzy C-Means Fusion 
Method based on False Rejection Rate 

Performance comparison of proposed fusion method 

based security using False Acceptance Rate

In biometric system based identifi cation the users doesn’t 
make claim about their identities. So it necessitates the 
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importance of false acceptance rate must be smaller as 
much as possible so that the malicious users can not 
able to access the system under security. Thus the value 
of false acceptance rate must be considerably minimized 
comparing to false rejections

The table 2 and fi gure 5 depicts the performance of 
the proposed fusion technique false acceptance rate of 
the system by varying the number of users which ranges 
from 1 to 100. From the result it is observed that the sin-
gle biometric based authentication holds the high value 
of false acceptance rate while the proposed multimodal 
biometric based authentication system produced low 
value of false acceptance. It proves that it is very hard to 
brute force the multimodal based key generation secure 
system. 

CONCLUSION

Even though there is no perfect accuracy technique for 
the past decades, lot of methods given by the research-
ers. The proposed research consist of proper design and 
implementation to enhance the overall security. The 
secure system should be more secure and as well as user 
friendly. The proposed method satisfi es the more secu-
rity and user friendly as it is the combination of soft 
biometrics features and framework taken from the cryp-
tographic for verifi cation. The advantage of this method 
is determination of retinal based genuine point is the 
challenge one for the hackers. Fuzzy vault frame work 
comprises the cryptographic key generation with soft 
biometrics. The password given by the user is additional 
layer to provide security. If anyone know the password 
it is not possible to match the biometric template devel-
oped by this method. In the future works the existing 
security system can be eradicated and the proposed sys-

tem can be implemented. In this work has been proposed 
with the 8 character from soft biometrics and password. 
In future there is many characters of human being can 
be increase. During the transmission life time, energy 
and effi ciency has to be concentrated when apply these 
type of security. The convenience and adroitness may 
give higher level of security, as unapproved access 
would cut a shrewd gadget down and bargaining dif-
ferent endpoints on the system. The latest approaches 
not much suitable in IoT for user authentication. Though 
the classical security authentication provide adequate 
security, biometrics provide high level security for smart 
devices too.

REFERENCES

 [1]  K. Jain, L. Hong, and R. Bolle, O-line Fingerprint Verifi ca-
tion, IEEE Transaction on Pattern Analysis and Machine 
Learning, vol. 19, no. 4, pp. 302-314, April 1997.

 [2]  C Harris, M Stephens, A Combined Corner and Edge Detec-
tor, in Proceedings of the Alvey Vision Conference (Uni-
versity of Manchester, 1988), pp. 147–151

 [3]  S Sukumaran, M Punithavalli, Retina recognition based 
on fractal dimension. IJCSNS Int J Comput Sci and Netw 
Secur. 9(10), 66–7 (2016)

 [4]  M. A. Olsen, V. Smida, C. Busch, Finger image quality 
assessment features—defi nitions and evaluation IET Biom-
etrics, 2015.

 [5]  N. K. Ratha, S. Chikkerur, J. H. Connell, and R. M. Bolle, 
Generating Cancelable fi ngerprint templates, IEEE Trans-
actions on Pattern Analysis and Machine Learning, vol. 
29, no. 4, pp. 561-572, 2007. 

 [6]  Aujol, J. F., Aubert, G., Blanc-Féraud, L. and Chambolle, A, 
2005 Image decomposition into a bounded variation com-
ponent and an oscillating component Journal of Math-
ematical Imaging and Vision, Vol.22, No.1, pp.71–88.

Figure 5. Performance Comparison of Proposed Fusion method with single 
biometrics based on False Acceptance Rate 



134 DIGITAL SECURITY USING MULTIMODAL TEMPLATE PROTECTION SCHEMES BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS

Khaled Alfawaz

 [7]  Miles EP and Nuttall AL, 1993, Matched fi lter estimation of 
serial blood vessel diameters from video images IEEE Trans 
Med Imag, Vol. 12, No.2, pp. 147–152.

 [8]  Abhilasha Bhargav-Spantzel, Anna Squicciarini, and Elisa 
Bertino, Privacy preserving multi-factor authentication 
with biometrics,  Conference on Computer and Communi-
cations Security, pp. 63-72, 2006. 

 [9]  Maciej Szymkowski;  Khalid Saeed, A novel approach to 
fi ngerprint identifi cation using method of sectorization, 
International Conference on Biometrics and Kansei Engi-
neering (ICBAKE), September 2017, pp: 55-59

[10]  M. Ortega, C. Mari˜no, M. G. Penedo, M. Blanco, and 
F.Gonz´alez, 2006, “Personal authentication based on fea-
ture extraction and optic nerve location in digital retinal 
images”. WSEAS Transactions on Computers, Vol.5, No.6, 
pp.1169–1176.

[11]  Jinyang shi, Zhiyang you, Ming gu and Kwok-yan lam, 
2008, “Biomapping: Privacy TrustWorthy Biometrics 
Using Noninvertible and Discriminable Constructions”. in 
Proc. ICPR 2008.

[12]  J.J. Staal, M.D. Abramoff, M. Niemeijer, M.A. Viergever 
and B. van Ginneken, 2014, “Ridge based vessel segmen-
tation in color images of the retina”. IEEE Transactions on 
Medical Imaging, Vol. 23, pp. 501-509.

[13]  Oechslin, Philippe (2003): Making a Faster Cryptanalytic 
Time-Memory Trade-Off, Laboratories de Security et de 
Cryptography (LASEC), Ecole Polytechnic

[14]  Zalewski, Michal. Silence on the wire, a fi eld guide to pas-
sive reconnaissance and indirect attacks. 2005, No Starch 
press.

[15]  Cransor, 2015 Lorrie Faith Cranor, Simson Garfi nkel, 
“Security and usability: designing secure systems that peo-
ple can use, O’Reilly Media, Inc., 2005, ISBN 0596008279

[16]  Lai. 2011 Lifeng Lai, Sui Wai Ho and H. Vicent Poor Pri-
vacy Security Trade-Offs in Biometric Security Systems 
- Part 2: Multi Use Case IEEE Transactions on Information 
Forensic and Security, Vol 6, No.1, March 2011

[17]  Jain, A., Bolle, R. and Pankanti S. (2009). Biometrics: Per-
sonal Identifi cation in Networked Society. Kluwer Aca-
demic Publishers.

[18]  Srinivasa Reddy, and I. Ramesh Babu, Performance of Iris 
Based Hard Fuzzy Vault, Proceedings of IEEE 8th Interna-
tional conference on computers and Information technol-
ogy workshops, pp. 248 – 253, 2008 

[19]  Savvides, B. V. K. V. Kumar, and P. K. Khosla, Cancelable 
Biometric fi lters for face recognition, Proceedings of ICPR, 
Vol. 3, pp. 922-925, Cambridge, UK, September 2004 



The Role of ICT in our Daily Life Applications: 
Obstacles and Challenges

Infl uence of Management Information System 

Integration  in Decision Making of Managers 

Najah K. Almazmomi and Ibraheem M. Alharbi 

Department of Information Systems Management, College of Business, University of Jeddah, Jeddah, 
Saudi Arabia

ABSTRACT

The use of information is substantially recognized in the modern world assisting the company in effective management 
of its operations. The objective of the present study is to evaluate the infl uence of management information system 
integration in decision making of the managers. It also investigated the information systems integration benefi ts for 
management decision-making particularly in terms of ease, accuracy, and speed. To this end, the study has employed 
a survey approach constituting a total population of 112 participants recruited from two organizations; healthcare and 
fi nancial fi rm. Respondents of the survey questions were the managers who were associated with fi rm decision making 
procedure at different levels. The data gathered was statistically analyzed using SPSS in the form of frequencies, and Chi 
square test. The results of the study have revealed that the information from the integration of the information system 
was effective in improving the managers’ decision making and which further facilities the organization operations in a 
positive way. The study further concluded that the management system integration must be sustained in the organiza-
tion for informed and prompt decision making by the managers.
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INTRODUCTION

In recent time, the technological revolution has cre-
ated great competition in the market, which allows the 
company to take initiatives to sustain their competi-
tive edge. To take these initiatives, companies require 
a system that can integrate into different information 

units, which assists in a successful decision making and 
adaption to the ever-changing technological environ-
ment1. These offerings are not required entirely but its 
possession with respect to accuracy, quality, timeliness, 
and accessibility is essential so that quality and valuable 
decisions can be made. Thereby, it is a prerequisite for 
not only maintaining their functional capacity but for 
successful achievement of the objectives2. 
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The technology innovation combined with the infor-
mation needs of the organization is fulfi lled by the use 
of a management information system (MIS). It integrates 
the information, which supports the functioning of the 
business, its management, and abilities for decision 
making3. The use of Big Data Analytics development 
and its benefi t for the organization has further been 
stressed by Loebbeck and Picot4. According to them, the 
BI system improves the functionality of the organiza-
tion, leveraging its performance. The use of advanced 
system not only integrates the independent components 
of the organization but also improve the structural as 
well as unstructured communication mediums within 
the organization, improving information retrieval rou-
tines5. The information system has been used by various 
studies for the indication of multivariate decisions6. 

Consequently, the decision-making success is partly 
based on the information provided by the system and 
partly on the functional process of the organization 
component. Therefore, the receiving, as well as effectual 
supplying of the information is essential for the effective 
decision making of the organization (Table 1).

With context to the human nature, earlier studies 
have established that the effi ciency of organization deci-
sion is not guaranteed by the individual perception and 
common sense. The study by Klatt et al7 which explored 
the organization performance provide that the effective 
decision making within the organization are the result of 
the effectual evaluation of the data available in the form 
of information. The study by Lavalle (2011)8 further adds 
that the effective evaluation of the organization infor-
mation is linked to the low reliance on the judgements 
passed in the unstructured manner, which substantially 
impact the fi rm performance. This sets the base for the 
emergence of information system in various disciplines. 
This is the reason that managers aspire to design and 
execute the system which ensures more effective for-
mation of strategies associated with performance of the 
business. The use of information system and its con-
tribution for providing a competitive edge to the fi rm 
has been endorsed by various studies9,10,11. The decision 
making at different levels such as operational, tactical 
as well as strategic level is supplemented by the data 
provided by these systems. 

Multivariate view of individuals is observed with 
regard to the utilization of the information system in 

decision making9,10,12. Some of these studies view infor-
mation system as an investment in the infrastructure, 
which poses various challenges in execution as most of 
the managers are oblivious to the kind of information 
being received, integrating reluctances on its utilization 
on the part of fi rm personnel’s. The associated cost of 
the decision is also viewed in a sceptical manner aimed 
at increasing the fi rm productivity. 

Njonjo13 stressed upon the integration of the MIS sys-
tem in manager’s decision making as it allows the for-
mation of an effective decision and allows overcoming 
the issues affecting the origination of effective utiliza-
tion of resources. Likewise, Wixom, Yen, and Relich14 
also endorsed the use of the system for the fashion retail 
business, whereas Anderson-Lehman et al15 highlighted 
a parallel experience of the manager at an airline fi rm. 
Afandi16 identifi ed that the management information 
systems impact the job performance among the private 
sector employees.

Moreover, the system functioning is not only lim-
ited to the information but also to disruptions moni-
toring, which take place in the organization, provid-
ing the routes to overcome it and also supplying the 
alternative actions as reported by Sharma, Mithas, and 
Kankanhalli,10. It produces information products, which 
assist the decision making and are the outcomes of the 
collaborative actions among the individuals, technology 
and procedure17. The business administration supports 
the reports required at the strategic level, conducts inter-
nal diagnosis, and assists in planning, controlling, and 
decision making. 

It is statically deemed that controllers at the company 
invest 70 percent of their time by processing data to the 
forms, which are requested at a company. Considering 
this, it is natural that controllers simply do not have 
suffi cient time for generating qualifi ed decisions and 
producing suggestions for the management, although 
it should be the most important part of their work19. 
Consequently, the valuable manpower and knowledge 
of the company is bottled-up by this routine. Addition-
ally, the role of the system is continuously evolving, 
which requires the integration of this system to provide 
an actual picture the management information system 
plays in the managerial decision, along with its mech-
anism of correlation with decision making in various 
fi elds. Shanks and Sharma20 highlights that the absence 

Table 1. Management Decision Level

Management Level Decision Type Information System Support
Strategic Management Unstructured Executive information system

Tactical Management Semi-structured Expert systems, decision support systems 

Lower Management Structured Transaction processing, automatic 
decision-making or accounting models
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of this system makes it challenging for the business units 
to provide value-based decisions requiring competitive 
actions for the business units. More prominently, it is 
unclear as to how the structural innovation can over-
come the parameters set on the production of the valu-
able insights provided by the system. The research is 
further driven from the Davenport et al’s21 discussion, 
which raises questions as to how the decision-making 
structure and processes impact the manager’s ability to 
produce insights and valuable decision for being exe-
cuted in the fi rm. The study’s objective is to evaluate 
the impact caused by the integration of MIS system in 
decision-making of managers. The study will help in 
forming a standardized policy for the integration of the 
MIS system in the corporation. 

Hypothesis

The hypothesis set for the study include:

H0: The MIS has no signifi cant impact on manager’s 
decision making in terms of accuracy, speed, and easi-
ness.
H1: The MIS has a signifi cant impact on manager’s deci-
sion making in terms of accuracy, speed, and easiness. 

Methodology

The present study employs a quantitative method for 
evaluating the impact caused by the integration of man-
agement information system in the organization on the 
decisions made by the managers. The study assists in 
exploring the functional improvement and value pro-
vided with the decisions made using the information’s 
provided by the MIS system.

Study Sample

The study was conducted on managers who were 
employed in both public and private organizations and 

Figure 1. Association between Management Information system and decision making (Source: 
Al-Mamary, Shamsuddin, and Abdul Hamid18)

Figure 2. Research Model
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equipped with MIS knowledge. The participants of the 
study were selected randomly from two different cor-
porations belonging to healthcare and the fi nancial sec-
tor. The selection of these participants is based on their 
involvement directly in the decision-making process 
ensuring that the obtained data is authentic. A total of 
112 participants were selected from the top management 
(strategic), mid-level (tactical) and normal staff.

Study Variables

In the study, the management information system used 
in the organization is treated as independent vari-
able whereas the manager’s decision-making acts as a 
dependent variable.

Data Collection

The study collected the data by using a self-adminis-
tered questionnaire based on the information derived 
presented in the literature review. The questionnaire was 
prepared on the website named survey monkey, which 
was then dispersed among the managers involved in the 
decision making of the two organizations. The items of 
the questionnaire are related to the quality of decision 
making in terms of accuracy, speed, and ease of deci-
sion making. The perception of the managers is assessed 
based on the performance enhancement provided by the 
system integration. 

Data Analysis

The collected data was presented and analyzed using 
Statistical Package for Social Sciences (SPSS) version 
20.0. The data was presented through descriptive statis-
tics, percentages and Chi square to draw fi nal conclu-
sions on the fi ndings.

RESULTS

Before evaluating the responses of the participants pro-
vided, the items of questionnaire were assessed for cal-
culating the internal consistency of the questionnaire. 
For this evaluation, the study used the Cronbach alpha. 
The internal consistency of the items in terms of Cron-
bach alpha coeffi cient was 0.979, signifying greater con-
sistency and reliability among the questionnaire items. 

The fi rst section of the questionnaire gathered the 
demographic details of the participants. The responses 
of the individuals exhibited that the majority of the par-
ticipants were male i.e. 83 whereas the number of female 
participants was 29. Considering the age group of the 

managers, most of these lie in the 25-40 years age group 
accounting 60.78%. 

The following questions after demographic assessed 
the profi le of the managers. Majority of the manag-
ers in both the fi rms were middle managers indicated 
through the increased percentage i.e. 42.5%, followed 
by lower level managers (42.5%) and top-level manage-
ment (18.3%). Along with it, the major population of 
the managers has 5 to 10 years of experience (34.2%), 
refl ecting upon their involvement in the organization 
operations, followed by above 10 years of experience 
(33.3%) and 5 years (25.8%). Considering the education 
level of the managers, equal population of bachelors and 
managers was part of the survey i.e. (n = 45), whereas 22 
participants hold post-graduate degree.

With respect to the decision making, the managers 
were fi rst asked about the organization dependency on 
the information system. The participants also improved 
the coordination of the individual as highlighted by 
majority of managers i.e. (n = 88). Their integration also 

Table 2. Questionnaire Reliability

Cronbach’s Alpha N of Items
.979 14

Table 3. Participants Demographics

Variable N %
Gender Male 83 74.10

Female 29 25.89

Age Below 25 years 19 16.97

25-40 years 68 60.78

40 years or above 25 22.32

Table 4. Managers Profi le

Variable N %
Positions Lower Level Manager 39 32.5

Middle Level Manager 51 42.5

Top Level Manager 22 18.3

Work Experience 5 years 31 25.8

5 - 10 years 41 34.2

Above 10 years 40 33.3

Education Level Bachelors 45 37.5

Masters 45 37.5

Post Graduate 22 18.3

Total 112 100

Table 5. Impact of Decision-making on 
Organization Operations

Decision Making N %
Dependency on IS Yes 81 72.32

No 31 27.67

Co-ordination Level Yes 88 78.6

No 24 21.4

Ease of decision Yes 84 75

No 28 25
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Table 6. Managers Decision Effectiveness

Decision Making

N %
Accuracy of Decision Yes 77 68.75

No 37 33.03

Speed Yes 89 79.46

No 23 20.53

Decision Flexibility Yes 81 72.32

No 31 27.67

Table 7. Decision-making and Overall 
Organization Functionality

Decision Making

N %
Information Flow Yes 89 79.46

No 23 20.53

Improved Monitoring Yes 73 65.1

No 39 34.82

Achievement of Strategic Goal Yes 83 74.10

No 29 25.89

Table 8. Chi-Square Tests Dependency on IS * Accuracy of decision

  Value df

Asymptotic 
Signifi cance 
(2-sided)

Exact Sig. 
(2-sided)

Exact Sig. 
(1-sided)

Pearson Chi-Square 21.146a 1 0.000

Continuity Correction 19.132 1 0.000

Likelihood Ratio 30.428 1 0.000

Fisher’s Exact Test 0.000 0.000

Linear-by-Linear Association 20.958 1 0.000

N of Valid Cases 112

Table 9. Chi-Square Tests Coordination level * Accuracy of decision

  Value df

Asymptotic 
Signifi cance 
(2-sided)

Exact Sig. 
(2-sided)

Exact Sig. 
(1-sided)

Pearson Chi-Square 15.069a 1 0.000

Continuity Correction 13.228 1 0.000

Likelihood Ratio 22.355 1 0.000

Fisher’s Exact Test 0.000 0.000

Linear-by-Linear Association 14.935 1 0.000

N of Valid Cases 112

improved the decision-making ability of the individu-
als making the formation of the information easy i.e. 
(n = 84). 

Participants were asked about the effectiveness of the 
decision in terms of accuracy and showed that the infor-
mation system integration improves the accuracy of the 

decisions (68.75%). The speed of the decision was also 
improved subsequent to the integration of the informa-
tion system (79.46%). The increase in information has 
induced the fl exibility among the managers’ decision 
making (n = 81). 

The information system integration has improved the 
fl ow of the information within the independent depart-
ments of the organization (n = 89). Moreover, the moni-
toring capacity has also improved with the information 
system integration as signifi ed by the 73 individual 
whereas 83 participants highlighted that strategic goals 
improves the information system integration.

Chi-Square test is one of the most commonly used 
probability distributions where there are many applica-
tions. Chi-Square test of independency is a simple test by 
the researchers to see if there is a relationship between 
two variables. This test is carried out by comparing the 
value determined by the researchers in advance known 
as the level of the alpha in the value named p-Value 
calculated from the data available, it will be shown by 
comparing the two values whether there is a relationship 
between the two or not.

The Chi Sequered analysis demonstrates the strength 
of the relationship between the dependence on manage-
ment information systems and the accuracy of decisions. 
Table 8 shows that the value of the Chi-Square test is 
21.146 with a degree of freedom of 1 The table shows 
that the minimum value of the signifi cance level is 0.000 
which is smaller than the level of of = 0.005, and we 
accept the alternative hypothesis
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Table 10. Chi-Square Tests Information Flow * Accuracy of decision

  Value df

Asymptotic 
Signifi cance 
(2-sided)

Exact Sig. 
(2-sided)

Exact Sig. 
(1-sided)

Pearson Chi-Square 14.279a 1 0.000

Continuity Correction 12.462 1 0.000

Likelihood Ratio 21.273 1 0.000

Fisher’s Exact Test 0.000 0.000

Linear-by-Linear Association 14.151 1 0.000

N of Valid Cases 112

Table No. 9 examines the relationship between the 
levels of coordination in the institution based on man-
agement information systems and the level of accuracy 
of the decisions that deal with this issue. As the fi gures 
in the table show the strength of the link between the 
two variables where the value of test is 0.000 which is 
smaller than the level of  = 0.005, so that we reject 
the null hypothesis which provides for the independence 
of the variables and accept the alternative hypothesis A 
relationship between the two variables

One of dimension of our study is also the study of 
the relationship between the level of information fl ow 
of management information systems and the level of 
accuracy of decisions, which shows its results in Table 
10, which confi rms the acceptance of the alternative 
hypothesis is a relationship between the two variables 
where the value of the test 0.000 less than the level of 
= 0.005.

DISCUSSION

As per the results of the survey, managers in both organ-
izations refl ected the integration of the information in 
a positive way. It can lead to additional information 
about the organization and can also assist in centraliz-
ing the management decisions. The results provide that 
the integration of the system increases the management 
dependency to pertain its utilization. It is because the 
nature of both organizations requires prompt responses 
by the managers as the money is at stake in the fi nance 
organization, whereas the human life is at stake in the 
healthcare. The dependency allows the managers on 
crafting of information-based decision lacking any sort 
of biasness towards judgement, as highlighted by the 
study of Argote, and Miron-Spektor 22. The results also 
provide that the integration of the information system 
improves the coordination level among the employ-
ees. It is because the information is transmitted at an 
increasingly high speed, and all the changes made can 
be observed by employees at various levels ensuring the 
information authenticity. This aspect of management 

information system integration has been illuminated by 
the study of  Michálek 23, endorsing the study fi ndings.

The decision-making of the organization is also 
enhanced based on the speed and accuracy of the infor-
mation available at disposal. Managers in both fi rms 
use the information provided by information system 
integration for improving the functional capacity of 
the organization, as decisions related to comprehensive 
issues are easy to devise as compared to earlier times. 
These results are supplemented by Pärn, Edwards, Sing 
24 which provide freedom to the managers in terms of 
accessing favorable information. 

The results of the study provide that the integra-
tion of the study have improved the managers’ decision 
quality. This has been endorsed by Caniëls and Bakens25 
which states that the quality information part of the 
fi rm organization system is positively associated with 
the decision outcomes of the managers. It highlights 
the direct relationship of the information quality on the 
manager’s decisions.

The study fi ndings agree with Delorme and Arcand26 
who refl ected that the traditional role of the managers 
has been amplifi ed with the integration of the infor-
mation system, providing that strategic perspective of 
managers is more developed, which allows them to view 
the relative shortcomings affecting their performance. 
The prompt and fl exibility is another aspect, which 
allows the promotion of the information within the 
fi rm, improving the intellectual capability. It is because 
the individual learns about new ways and processes27. 
Peters28 further adds that the integration of information 
system supports the knowledge acquisition, its dissemi-
nation, and interpretation. The improved organization 
information fl ow benefi ts the organization at large as 
information is better shared within the organization in 
an effi cient manner, which also allows improved knowl-
edge management within the organization. Chen, Chi-
ang, Storey 29 illuminate that good decisions take place 
when the quality data is provisioned in a timely manner, 
which is achieved by the integration of the information 
system particularly designed to cater to this need.
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The monitoring potential of the organization manage-
ment also increased with the system integration allow-
ing better decision making. Such as Gabriel and Obara 30 
highlight that the real time updated information entered 
in the data improves the fi rm capacity for monitoring 
the business operations and taking required actions. 
The point is further supported by Allen, Heurtebise, and 
Turnbull31, who provide that this system integration is 
highly benefi cial in situation of crisis or discovery of 
something new. This amplifi es the fi rm decision-making 
capability. Gikang32 provides that in the present time 
the slight lapse indecision at the manager’s part can 
cause huge losses. Kuoa and Ye33 further reveal that the 
employee’s capacity and knowledge can better predict 
organizational outcomes. Positive infl uence of informa-
tion system integration has been explored by Park et 
al.34 on the overall achievement of the fi rm goals.

The study of Laudon and Laudon35 further high-
lights that the management information system allows 
the head managers to craft decisions in an effective 
and effi cient manner by declining the decision-making 
meetings held. The results of the present study have 
highlighted that with the integration of management 
information system, managers’ capability for devising 
information and executing focused decision improves, 
adding towards the overall effi ciency of the fi rm. The 
decision-making area such as workers’ performances 
evaluation, planning budget, hiring or fi ring a personal 
are supplies in with the needed information in real time 
by information system integration. With respect to the 
study results, the study of Safford et al36 suggests that 
organization must train its managers for effectual use of 
the information. 

CONCLUSION

It has been concluded from the study that integration of 
the information systems in the decision making of the 
organization serve as a great tool for making informed 
and quick. Considering the dynamic nature of the health-
care and fi nancial fi rm, the information at hand allows 
the managers to make prompt decisions. The fi ndings of 
the present study confi rm to the determined hypothesis 
that integration of the information system improves the 
decision-making capability of the managers in terms of 
speed, accuracy and ease. The outcomes of the study 
reveal that the use of MIS can ensure the sustainment 
of effective fl ow of information in decision-making. 
The study suggests that the managers at all levels must 
be provided with proper training for the adequate use 
of the information system essential for crafting better 
decisions. This requires the integration of management 
information management system for instilling coor-

dination, and control within the managers. The study 
suggests that the policy makers must identify a unifi ed 
set of information which enables the crafting of secure, 
effective and fruitful managers decisions. Along with it, 
the study also directs the future researches to produce a 
replica of the study by improving the sample size or the 
length of the study. Including various regions and more 
companies are further recommended which can assist in 
setting out sturdy and informed decisions at the fi rms 
improving it determined goals achievement.
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ABSTRACT

Successful implementation of large-scale software systems urgently needs to apply Critical Success Factors “CSF”. Data 
accuracy is one of the important CSFs which need to be measured and monitored carefully during the implementation 
of LSSs. This article focused on developing a method for measuring, monitoring and controlling Critical Success Factors 
of large scale software systems called “CSF- Live”. Then, we apply CSF-Live for the data accuracy CSF. The CSF-Live 
uses the Goal/Question/Metric paradigm (GQM) to yield a fl exible framework contains several metrics that we used to 
develop a formulation which enables the measurement of the data accuracy CSF. The formulation that we developed it 
for the data accuracy CSF is crucial to maintain accurate data in the legacy system during the transformation to the LSS.
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INTRODUCTION

 Large-scale software systems (LSS) represented by Enter-
prise Resource Planning systems (ERPs) are complex 
according to its great size as well as the number of appli-
cations and services that they offer it. These systems 
work in different environments in which infl uential fac-
tors exist, termed as Critical Success Factors (CSFs). Data 

accuracy is among the CSFs and refers to either the data 
values stored for an object are the correct values or not, 
i.e. which means that data values must be represented in 
a consistent and unambiguous form; for example, if the 
following date September 20, 1959 is to be expressed in 
USA format then the it should be displayed as 9/20/1959.” 
[16]. Large-scale software systems are complex, and they 
need to have precise data to work effectively. So, the data 
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must be true and accurate when used in ERP systems to 
ensure no disruption to performance and it is working 
effi ciently and with fewer errors [17]. 

Inaccurate data negatively affect the functioning of 
system’s modules. If there are errors in data such as 
empty mandatory fi elds, then developers must monitor 
this data or try to alter them in the early stage before 
large-scale software system is implemented [4]. During 
the implementation of new ERP systems, we suggest 
that usage of legacy systems should continue but with 
no further development and enhancement, however, we 
measure and monitor the data accuracy in legacy sys-
tem during transformation from legacy system to the 
large-scale software systems. we need to make sure 
that data accuracy does not decline and no any radical 
changes during the new project implementation. Despite 
the importance of data accuracy, there were no attempts 
to measure it using numerical values. However, it was 
measured using descriptive measures, e.g. high, medium 
and low [18]. In this work, we changed this descriptive 
method by proposing a new method to quantify the data 
accuracy factor. Using this quantifi ed measure, we can 
monitor data accuracy in a more accurate manner. The 
proposed method is based on the GQM paradigm.

This article has the following sections: in Section 2 
presents a background, while paper design and meth-
odology is discussed in Section 3. Section 4 shows CSF-

Live Method then Section 5 shows Measure of Data 
Accuracy. Conclusion are presented in Section 6.

BACKGROUND

The diffi culty to manage and implement Large-scale 
software systems (LSS) is raised from different aspects 
related to the project management, requirement analy-
sis, design, implementation, testing the LSS, and post-
implementation maintenance [1]. These steps requires 
careful attention and detailed execution by experienced 
team. ERP is a common examples of LSS [4]. An ERP 
can be defi ned as a software concerned in business man-
agement which is implemented and effectively used by 
a company collect, store, manage, and interpret data 
that is obtained from many business activities includ-
ing human resource, administrative, customer service, 
fi nancial management, production, sales, business intel-
ligence and functional in corporations and organiza-
tions, as shown in Figure 2.1 [9]. 

Numerous studies and research discussed [4, 10, 11] 
several ERP implementations have failed or encountered 
serious delays. Many issues and obstacles appeared in 
the performance of these tasks within the ERPs [12]. It 
was noticed that during such projects there were several 
factors that yielded such fi nal results and that gave rise 
to what is known today as the critical success factors 
(CSFs) of large-scale software systems [4].

Figure 2.1. ERP various Modules [9]
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There are above 66 critical success factors that have 
been reported [4], and which were found to affect 
ERP implementations. These factors have been further 
reduced to 18 factors as shown in Figure 2.2. 

There were no previous attempts to measure these 
factors which we believe is important to assess the sta-
tus of each and its subsequent impact on the success 
or failure of the program. Basili et al. introduced the 
Goal/Question/Metric paradigm (GQM) to address meas-
urement of some goal, which maybe an object as well, 
according to the following approach:

• Identifi cation of (a) goal(s) of the project.
• Ask questions related to how the goal can be 

achieved. 
• Identify metrics. 

GQM consists of three levels [8]:
A. Conceptual level (Goal)

     We defi ne a goal for a specifi c object in a par-
ticular environment, using different quality 
models and for a variety of reasons from differ-
ent points of view.

B. Operational level (Question) 
     It is the use of a group of questions to deter-

mine the project goal and identify the evalua-
tion characteristics or complete a specifi c goal.

C. Quantitative level (Metric) 
      A group of metrics, based on the models, are 

associated with each question in order to answer 
it in a measurable manner.

The Goals is the top of GQM model and it is refi ned 
to many questions. Answers of these questions called 
“metrics”. The same metric can be the answer for more 
than one question as shown in Figure 2.3. Differing 
viewpoints in answering some of the questions affect 
the determination of the metrics.

Figure 2.2. Set of Critical Success Factors [4]



Table 2.1. GQM Goal Defi nition Template [8]

The object under measurement (process, product, other experience models).Analysis

Characterization, evaluation, prediction, motivation, improvement, understanding, 
controlling, or improving the object.

For the purpose of (Why)

The quality focus of the object that the measurement focuses on (cost, correctness, defect 
removal, change, reliability and user friendliness….).

With respect to 

The people that measure the object (user, customer, manager, developer and corporation….).
From the viewpoint of
(Who)

The environment in which measurement tasks place (problem factors, people factors, 
resource factors and process factors….).

In the context of

Figure 4.1. CSF-Live! Method
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Basili et.al. described his GQM process composed of 
six steps as in follows [8]:

A.  Establish a set of goals and objectives for the 
project associated with the measurement of 
productivity and quality. 

B. Ask questions to defi ne those goals clearly.
C.  Determine measurements to be collected, which 

will help you get answers. 
D. Develop data collection methods.
E. Collect and validate data on time. 
F. Collect and validate data on time.

Measurement goals have to be defi ned in an under-
standable manner and should be clearly structured [14]. 
The goal is defi ned by fi lling in a set of values for the 
several parameters in the template, it includes purpose 
(what object and why), perspective (what aspect and 
who) and the characteristics of the environment (where) 
see more Table 2.1.

PAPER DESIGN & METHODOLOGY

To achieve the goals of this article, the following steps were 
followed which were applied on data accuracy factor:-

1. Study of critical success factors for large-scale 
software systems
We present a study of the previous research that 
focus on the critical success factors for implement-
ing large scale software systems (e.g. ERP systems) 
and from which we selected data accuracy factor 
of these factors to be studied in the framework

2. Apply GQM-analysis
To measure the impact of the data accuracy to 
the success/failure of the project of implement-
ing large-scale software system, we used GQM to 
reach a set of metrics directly linked to data accu-
racy factor to enable monitoring and controlling 
capabilities.

3. Measurement Formulation
Using GQM analysis, a formulation of the metric 
is presented as part of the measurement model for 
data accuracy factor.

CSF-LIVE METHOD

In this work we used a method (CSF-Live) [15] that 
represent our proposed framework for measuring data 
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Table 5.1. GQM for Data Accuracy

Goal

Analyzing the data accuracy in order to achieve the purpose of evaluation with respect to data precision/data 
correction in view point of project manager/project sponsor in context of legacy software system. 

Questions

How many tables?
Is there new data stored in tables?
How many columns in all tables?
How many empty cells?
Is there new data stored in lookup tables?
How many empty mandatory fi elds?
Is there duplicated data between tables?
How many scripts run on data?
How many batches requests?

Metrics (Answers)

# Tables
# Records
# Columns
DB Size
# Empty Cells/Table
# Lookup Tables Records
# Empty Mandatory Fields
# Duplicated Records
# Batches

accuracy factor. The purpose of the CSF-Live method 
is to measure, track, monitor, and control the critical 
success factors during the implementation of large-scale 
software systems by using the Goal/Question/Metric 
(GQM) paradigm. The CSF-live method has six steps as 
shown in Figure 4.1.

MEASURE OF DATA ACCURACY

5.1 Data Accuracy as a Numeric Value

Despite the importance of data accuracy, there were no 
attempts to measure it using numerical values. However, 
it was measured using descriptive measures, e.g. high, 
medium and low [18]. In this work, we changed this 
descriptive method by proposing a new method to quantify 
the data accuracy factor. Using this quantifi ed measure, we 
can monitor data accuracy in a more accurate manner. The 
proposed method is based on the GQM paradigm. 

As shown in Table 5.1, a goal has been formulated 
to measure data accuracy and from the workshop that 
we conducted with the graduate students and some staff 
at King Abdulaziz University (KAU), we generated a set 
of questions and metrics during the discussion which 
helped us to measure the goal. The generation of ques-
tions and metrics is driven by the actual formulation 
of the goal. In addition, metrics must be represented 
numerically so that we can quantify the performance 
of the goal. 

A formulation of the derived metrics will yield a sin-
gle number that represents the goal, through which pro-
gression towards goal achievement can be monitored. It 
should be noted, that our method to CSF measurement 
does shows an accurate indication of current status of 
a single CSF quantifi ed numerically. Figure 5.1 depicts 
the GQM analysis for data accuracy (top-down) where 
level one (top) represents the goal and level two (mid-
dle) represents questions and level three (down) contains 
the metrics. Sometimes, the same question is associated 
to more than one metric. For example, the question “Is 
there new data stored in tables?” is associated with two 
metrics “Number of Records” and “Size of DB”. As men-
tioned earlier, for data collection we created a batch of 
queries to read from the HR active database daily for 
189 days.

In order to measure the data accuracy, we created a 
collect resource system (HR) at an enterprise level organ-
ization joining more than 9,000 employees. In this case, 
130 tables from which our scripts collected 189 days are 
putted on our database. It is presumed that any change 
in values of metrics above indicates a possible change 
in data. In general, change in data is not prohibited but 
data changes in legacy systems are expected to be less 
sensitive to ERP requirements of new standards of data 
structuring. Consequently, if any metric in the legacy 
system database is increasing while we implement the 
new ERP system for example, then this signals a risk that 
may affect accuracy of the data stored in the database. 
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For example, when analyzing data collected for number 
of records metrics, we noticed that 872,190 new records 
were added in the HR database through 189 days. Such 
great increases in the number of records increases the 
probability of errors such as adding empty mandatory 
fi elds etc. This data represents 27 weeks in which the 
value of metrics was collected in two weeks interval and 
every two weeks, it is accumulated for a period of 27 
weeks. Then, we calculated the following metrics’:-

        a)  Maximum values of metric during the measured 
time interval.

b)  Minimum values of metric during the measured 
time interval.

c)  Stability Ratio is calculated by minimum values 
of metric divided by maximum values of metric. 

d)   Metric Change Ratio which is calculated as 
(1-Stability Ratio).

Metric Change Ratio yields results between zero and 
one as shown in Figure 5.2. Metric Change Ratio of 1 
(or close to 1) means that a number of new changes 
have been added to the database. On the other hand, 
Metric Change Ratio of 0 (or close to 0) means that no 
new (few) changes have been added to the database. We 
confi rm and assure that adding new data to a legacy 
system database will not be a recommended practice and 
may lead to a decline in the total accuracy of the data 
as will be shown later on in next paragraphs. Table 5.2 
illustrates us the interpretation of different values for 
Metric Change Ratio for the new data. The following 

sections explain the details of each metric related to data 
accuracy.

NUMBER OF TABLES METRIC

The number of tables metric is defi ned as: a numeri-
cal count of the data tables within a single database of 
a legacy system. Figure 5.3 shows the actual data that 
we obtained representing the number of tables metric 
which were read from HR database. No changes were 
observed during the fi rst six weeks, after which six more 
additional tables were added to the database within 12 
weeks. Subsequently, Number of Tables Change Ratio 
was increased. Then, the number of tables was stable 
during the last 9 weeks as shown in Figure 5.3. We 
noticed that increasing the number of tables lead to 
an increase in the number of columns and number of 
records which have a negative impact on the data accu-
racy in the legacy system. 

NUMBER OF RECORDS METRIC

The number of records metrics is defi ned as: a numeri-
cal count of the data records within a single database of 
a legacy system. Figure 5.4 shows the actual data that 
is obtained representing the number of records metrics 
which we were read from HR database. We note that 
records were continuously increasing since the begin-
ning of the fi rst week until the last week as shown in 
Figure 5.4, thus increased the Number of Records Change 
Ratio. 

Figure 5.1. GQM Analysis for Data Accuracy

Figure 5.2. Bounds of Metric Change Ratio
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Figure 5.4. The Change in the Number of Records

THE NUMBER OF COLUMNS METRIC 

The number of columns metric is defi ned as: a numeri-
cal count of the data columns within a single database 
of a legacy system. Figure 5.5 shows the actual data 

that is obtained representing the number of columns 
metric which we were read from HR database. We note 
strong relationship between the increase in the number 
of tables and increase the number of columns as in the 
eighth week created one table and two columns and in 
the tenth week created two tables and twelve columns. 

Table 5.3 shows detailed comparison between the 
increase in the number of tables and columns during 
the project. Sometimes columns are added onto existing 
tables without creating new tables as in the sixteenth 
week where one column was added while the number 
tables were fi xed. Also, in the 22nd week, two columns 
were created while the number tables did not change; but 
this introduced a new weakness to data accuracy since 
the number of empty cells in all of the older records 
within the database is increased. To be accurate, this col-
umn addition introduced empty fi elds in that are equal 
in count to the number of all older recorded existed in 
the table. A negative impact on the data accuracy in 
the legacy system because of the increase in the num-
ber empty cells on the pervious data (i.e. the previous 
records that already exist in the tables). We note that 
columns were stable during the fi rst six weeks but after 

Table 5.2. Interpretation of Metric 
Change Ratio

Metric Change Ratio Meaning
0 0%    New Data

0.01 1%    New Data

0.02 2%    New Data

0.03 3%    New Data

0.04 4%    New Data

0.05 5%    New Data

0.06 6%    New Data

…… ……

…… ……

0.99 99% New Data

1
100% New Data
(Impossible)

Figure 5.3. The Change in the Number of Tables
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Figure 5.5. The Change in the Number of Columns

that 91 columns were created in the database in the next 
16 weeks and thus increased the Number of Columns 
Change Ratio. Then, the number of columns was stable 
during the last 5 weeks (i.e. from the 23rd week until the 
27th week) as shown in Figure 5.5.

SIZE OF DATABASE (DB) METRIC

The size of database (DB) metric is defi ned as: a numeri-
cal count of the size of database of a legacy system. 
Figure 5.6 shows the actual data that is obtained repre-
senting the size of database metric which we were read 
from HR database. We measure the size of database in 
KB. It is highly correlated with the number of records in 
the database, such that the more number of records the 
more increase in the database size. We note that the size 

of the database was stable during the fi rst few weeks 
but after that increased size of database because num-
ber of records was increased and consequently the num-
ber block to store this data in the database increased. 
We notice that the Size of Database Change Ratio was 
small. In the last few weeks, the size of database did not 
change as shown in Figure 5.6.

NUMBER OF EMPTY CELLS METRIC

The number of empty cells metric is defi ned as: a 
numerical count of the data empty cells within a sin-
gle database of a legacy system. The empty cells appear 
when users insert data records into the tables and leave 
some fi elds empty or maybe the empty cells are cre-
ated by running a specifi c batch. This empty cell issue 
happens when the database designer allows the crated 
column(s) to be empty (ability to have NULL value). 
Figure 5.7 shows the actual data that is obtained rep-
resenting the number of empty cells metric which we 
were read from HR database. We note that empty cells 
were did not change during all weeks as shown in Fig-
ure 5.7 therefore the Number of Empty Cells Change 
Ratio is zero because of no increase in the number of 
empty cells. Usually, increasing the number of empty 
cells occur if the number of records is increasing in the 
database.

NUMBER OF LOOKUP TABLES RECORDS 

METRIC

The number of lookup tables records metric is defi ned 
as: a numerical count of the data lookup tables records 
within a single database of a legacy system. The lookup 
tables refer to tables that contain static, unchanging 
information often and that can provide keys usable in 
other tables [19]. Lookup tables are important in any 
database. They are used by different queries to connect 

Table 5.3. Comparison between Number of Tables 
and Columns

Sequence Weeks Tables Columns
1 1-2 0 0

2 1-4 0 0

3 1-6 0 0

4 1-8 1 2

5 1-10 2 12

6 1-12 1 3

7 1-14 1 42

8 1-16 0 1

9 1-18 1 29

10 1-20 0 0

11 1-22 0 2

12 1-24 0 0

13 1-26 0 0

14 1-27 0 0



BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS ON THE MEASUREMENT OF DATA ACCURACY DURING LARGE-SCALE SOFTWARE SYSTEMS IMPLEMENTATIONS 151

Wajdi Aljedaibi and Sufi an Khamis

Figure 5.7. The Change in the Number of Empty Cells

Figure 5.8. The Change in the Number of Lookup Tables Records

Figure 5.6. The Change in the Size of DB

tables and identify relationship. Figure 5.8 shows the 
actual data that is obtained representing the number of 
lookup tables records metric which we were read from 
HR database. This data consists of 15 weeks only because 
we needed few weeks’ time to determine lookup tables 
an identify them in the database. It was shown that the 
numbers of lookup tables’ records were increasing con-

tinuously since the beginning of the fourteenth week 
until the last week except of the last six weeks as there 
was no change in the number of lookup tables’ records 
as shown in Figure 5.8. Also, we note a small increase 
in the Number of Lookup Tables Records Change Ratio 
because of limited number of inserted lookup tables’ 
records. 
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Figure 5.9. The Change in the Number of Empty Mandatory Fields

Figure 5.10. The Change in the Number of Duplicated in Record

5.8 NUMBER OF EMPTY MANDATORY FIELDS 

METRIC

The number of empty mandatory fi elds metric is defi ned 
as: a numerical count of the data empty mandatory fi elds 
within a single database of a legacy system. The manda-
tory fi elds refer to fi elds that must be fi lled when user 
insert data to the table. Empty mandatory fi elds appear 
when designer allows the column to be empty when he 
creates the column. Mandatory fi elds are also called 
“required” fi elds. Figure 5.9 shows the actual data that 
is obtained representing the number of empty manda-
tory fi elds metric which we were read from HR database. 
We note that empty mandatory fi elds were zero during 
all weeks as shown in Figure 5.9; this means that either 
designer did not allow the mandatory fi elds to be empty 
or users entered data in the all the mandatory fi elds as 
part of application requirement. Therefore, Number of 
Empty Mandatory Fields Change Ratio was zero because 
of no increase in the number of empty mandatory 
fi elds.

NUMBER OF DUPLICATED RECORDS METRIC

The number of duplicated records metrics is defi ned as: a 
numerical count of the data duplicated records within a 
single database of a legacy system. The number of dupli-
cated records metrics refers to the number of duplicated 
the data records in different tables. Figure 5.10 shows 
the actual data that is obtained representing the number 
of duplicated records metrics which we were read from 
HR database. We note that duplicated records are zero 
during all weeks as shown in Figure 5.10. This means 
repeating rows data is diffi cult to be replicated in the 
tables of the database, yet the duplicated records metric 
is important to measure data accuracy in legacy system. 
In HR the Number of Duplicated Records Change Ratio 
was zero because of no increase in the number of dupli-
cated records. 

NUMBER OF BATCHES METRIC

The number of batches metric is defi ned as: a numerical 
count of the data batches within a single database of a 
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legacy system. The number of batches metric refers to 
the execution of a series of programs on a data without 
manual intervention (non-interactive) [20]. In HR data-
base, Job Control Language (JCL) is a program that 
has many batches. During working days there exist 7 
Job Control Language which have 70 batches that are 
executed every day except weekend. During weekends, 
there exists 3 Job Control Language which have 7 
batches to work. In addition, there are some batches that 
are executed by requests from other departments in the 
deanship to perform some specifi c functions on the data. 
Batches execution has a negative impact on the data 
accuracy in legacy system because of the risk of creating 
new data which may have errors or empty. 

Figure 5.11 shows the actual data that is obtained 
representing the number of batches metric which we 
were read from HR database. We note that there is great 
difference between maximum batches and minimum 
batches because many of the batches work only on 
working days, so Number of Batches Change Ratio is big 
number and also it is stable during the weeks as shown 
in Figure 5.11.

FORMULATION OF DATA ACCURACY (DA) 

METRIC 

We formulated data accuracy as the summation of all 
the nine ‘change ratio’ metrics that we described in the 
previous sections as shown in Table 5.4:

       DA = TCR + RCR + CCR + SCR + ECCR + LTRCR   
               + EMFCR + DRCR + BCR

where 
TCR: Number of Tables Change Ratio, 
RCR: Number of Records Change Ratio, 
CCR: Number of Columns Change Ratio, 
SCR: Size of Database Change Ratio, 
ECCR: Number of Empty Cells Change Ratio, 

LTRCR: Number of Lookup Tables Records Change 
Ratio, 

EMFCR: Number of Empty Mandatory Fields Change 
Ratio, 

DRCR: Number of Duplicated Records Change Ratio, 
BCR: Number of Batches Change Ratio. 

The actual data is shown in for all nine-change 
ratio of metrics and values of the data accuracy 
Table 5.4. 

Data accuracy is calculated in two successive weeks 
then accumulated every two weeks until the 27th week. 
From the achieved results, we notice that the highest 
impact on the performance of data accuracy is repre-
sented by the Number of Batches Change Ratio while 
on the other hand the Number of Empty Cells Change 
Ratio, Number of Empty Mandatory Fields Change Ratio 
and Number of Duplicated Records Change Ratio did not 
effect on the performance of data accuracy in this legacy 
system. In addition to this important note, we observe 
that in the fi rst four weeks that the data accuracy did 
not change but after that increased in the next 20 
weeks due to the increase in some values of the change 
ratio metrics but in the last 3 weeks the data accuracy 
become constant without any change as illustrated in 
Figure 5.12. 

As shown in Fig. 5.13, Data accuracy gives results 
ranging from zero to nine. The accuracy of data 9 (or 
approximately 9) means that a number of new changes 
have been added to the database. On the other hand, 
data accuracy (0 or close to 0) means that no new 
changes have been added to the database. According 
to that result, we confi rm that adding new changes to 
the old system database is not a recommended practice 
as it may result in a reduction in the overall accuracy 
of the data. Accordingly, the percentage of the extent 
of the accuracy of the data is calculated for each value 
obtained for the accuracy of the data.

Figure 5.11. The Change in the Number of Batches

(1)
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Table 5.4 Measurement of the Data Accuracy
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D
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1 1-2 0 0.01 0 0 0 0 0 0 0.9 0.91

2 1-4 0 0.01 0 0 0 0 0 0 0.9 0.91

3 1-6 0 0.02 0 0 0 0 0 0 0.9 0.92

4 1-8 0.01 0.02 0 0.02 0 0 0 0 0.9 0.95

5 1-10 0.02 0.03 0.01 0.02 0 0 0 0 0.9 0.98

6 1-12 0.03 0.03 0.01 0.02 0 0 0 0 0.9 0.99

7 1-14 0.04 0.04 0.03 0.02 0 0 0 0 0.9 1.03

8 1-16 0.04 0.05 0.03 0.02 0 0.01 0 0 0.9 1.05

9 1-18 0.05 0.05 0.04 0.02 0 0.01 0 0 0.9 1.07

10 1-20 0.05 0.06 0.04 0.03 0 0.01 0 0 0.9 1.09

11 1-22 0.05 0.06 0.04 0.03 0 0.01 0 0 0.9 1.09

12 1-24 0.05 0.07 0.04 0.03 0 0.01 0 0 0.9 1.1

13 1-26 0.05 0.07 0.04 0.03 0 0.01 0 0 0.9 1.1

14 1-27 0.05 0.07 0.04 0.03 0 0.01 0 0 0.9 1.1

Figure 5.12. Measurement of the Data Accuracy

Figure 5.13. Bounds of Data Accuracy
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For example, at the end of the 12th week of data col-
lection, the result of data accuracy was: 0.99

This means that the change in the data accuracy was 
by 11%

Since:

CONCLUDED COMMENTS

Large-scale software systems (LSS) are seen as a complex 
problem given their size, quantity, source lines, number 
of users, number of data sizes, and the variety of services 
and applications they provide. In this regard, there are 
many factors play a major and pivotal role in the suc-
cessful implementation of LSS, which are called critical 
success factors (CSFs) for large-scale software systems. In 
this paper, we chose the CSF to investigate it by meas-
uring its impact on the old software system during the 
conversion to the software system on a large scale. So, we 
apply CSF-Live! . This parameter is a way used to measure 
and control the data accuracy factor that may affect the 
implementation of programs on a large scale. We have 
also created a set of metrics that are numerically repre-
sented to enable goal control, control and data collection 
to refl ect metrics. Finally, we succeeded in formulating a 
mathematical expression representing the data accuracy 
factor, the data collected, and presented a case study that 
explored and explained the results.
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ABSTRACT

The Arabic language is the most powerful link between the Arab people and the Islamic people, which participated in the 
fl ourishing of the Arab-Islamic culture. In this sense, the Arab consensus and Islamic solidarity must be based on this 
strong foundation: the language of the Holy Quran and the language of Arab Islamic culture. Hence, the great impor-
tance of strengthening the status of the Arabic language, spreading it and teaching it, even to non-Muslim people, is of 
great importance. Because it is a protection for the cultural and cultural security of the Arab Islamic nation. On other 
side, the computer is a learning tool and a tool in the teaching and learning process. As a result of the developments in 
this era - the information age - the computer has witnessed a qualitative development in the service of the educational 
process, it provides many of the auxiliary effects that contribute clearly to the content of the course by Colors, sounds, 
images, static and moving contrary to the traditional teaching methods and methods used in education, and the advan-
tages of the use of computers in the educational environment ability to provide the scientifi c material in a systematic 
and appropriate to the capabilities of students, so that the student or teacher to restore the Wei again and again so that 
the student can understand and mastery. Thus, this article try to discuss the role of computers and information technol-
ogy in the teaching of Arabic language” in an attempts to answer the following problem: What is the role of computers 
in teaching Arabic language and what are the areas of its use? Also, the article shed the light on the main challenges 
that face teaching Arabic language in the era of computation and advanced information technology.
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INTRODUCTION

In the last quarter of the twentieth century, the world 
witnessed an amazing pace of change Which have 
spread in the scientifi c, economic, social and political 
spheres and have known the means of communication. 
The transfer of knowledge was a stunning development 
accompanied by an explosion in computer technology 
and information led to a change in how to get knowl-
edge, and on various subjects and dictionaries in CDs, if 
they are Globalization is an imperative necessitated by 
political, economic and cultural transformations With 
this new global situation to be able to participate effec-
tively in social development, to achieve. It is necessary 
to develop scientifi c thought and renew the means of 
education through the use of audio and visual [1].

O ne of the progress and advancement of any nation 
is its interest and keenness to master its language and its 
steadfastness in the provision of extraneous languages. 
Language is an important part of the components of 
identity, and every nation hovers to progress and rise 
and rise on the brink of growth and development is 
developing its language is a development that combines 
Originality and contemporary.

Language is a means of understanding among the 
members of the nation and is the lifeblood of societies 
where understanding is achieved. It is the foundation 
upon which the child depends - after God - to gain the 
skills and expertise he assigns to communicate with his 
environment, through which he can understand and 
interact with that environment fi rst, and with the nation 
to which he belongs Second, it is linked to its reli-
gious, cultural and intellectual heritage, and language 
is the medium that reaches the knee Civilization and the 
introduction of rapid development, and a large area to 
express the feelings and feelings in the soul and com-
plete maritime views, in which the development of his 
character. The teaching of Arabic is not an innovation of 
science and the arts [2].

The education must be subject to modern theories 
in the teaching of science in general and the teaching 
of languages, especially in primary or secondary lan-
guages. It is necessary to keep pace with the educational 
process of these changes to address the problems that 
may result, such as: the abundance of information, 
the increase in the number of students, the shortage of 
qualifi ed teachers, the distance, the increasing need for 
education, And the emergence of the concept of lifelong 
learning. These changes have led to the emergence of 
many patterns of individual or self-learning in which 
the learner moves according to his abilities and abilities, 
and the speed of his learning, according to his previous 
experiences and skills. New educational concepts have 
emerged, such as the concept of programmed education, 

the concept of computer-based learning, and the con-
cept of distance education, in which a student learns 
anywhere without the need for a permanent teacher.

It is necessary to teach the Arabic language - in par-
ticular - to gain the learner the ability to deal with infor-
mation, how to obtain it from multiple sources, and how 
to organize this information and employment, and the 
ability to link information, and the recognition of mutual 
relations, and the development of new information, As 
well as the ability to absorb the outputs and use of mod-
ern technologies, and the skill of maintaining them, and 
maintenance and development of performance. At the 
other end, the heads of information technology and the 
support of the owners of the Arabic language and its 
specialists to adapt the technology to the Arabic lan-
guage and not vice versa, may require a new defi nition 
of some of the concepts of Arabic language and rules, 
but in the same language and language [3].

Therefore, it is necessary to serve the Arabic language 
in terms of supporting software, such as exchange soft-
ware, grammar, semantic aids, translations into and from 
Arabic, maps of linguistic concepts, study of linguistic 
phenomena, etc. But we are facing a problem in the cul-
ture of many Arabic language specialists and teachers 
towards the fi eld of information technology to serve the 
Arabic language. There is also a digital divide between 
these language specialists and their students who were 
brought up in modern technology, the most important 
of which is information technology. On the other hand, 
there are a number of demands to be adopted when 
adopting the use of technology in teaching and le arning 
Arabic. There are also many methods and applications 
used to teach Arabic. For example, language labs should 
be used in the teaching of Arabic speakers, and the labs 
are now used to teach us - we are Arabs - English.

There are some obstacles to the use of technology in 
our education in general and in the teaching of the Ara-
bic language in particular, some of which some teach-
ers believe that the use of technology in education may 
eliminate the role of the teacher, where the learner can 
receive his lessons directly, without the need. But the 
fact that the role of the teacher from the teacher to the 
director or counselor of education changes, through the 
planning of the educational situation, in the framework 
of the method of systems and selection of sources of 
learning that fi t with the goals planned and record his 
observations on the progress of the learner and then 
directed.

In conclusion, we fi nd that the Arabic language today 
is witnessing Arab and global challenges in the present 
era not only from its opponents, but also from its own 
people, because of the current circumstances surround-
ing it, including the launching of calls to marginalize it, 
change its features, or diminish its function and ability. 
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The vitality of the Arabic language again in an attractive 
manner by teaching it functionally in the fi elds of sci-
ence and knowledge, and creating an artistic and crea-
tive taste among the learners, especially the young ones; 
to get to learn the Arabic language in a modern man-
ner that inspires in its children a sense of its value and 
valuable treasures. At that they can use in all linguistic 
situations - literary and scientifi c.

THE IMPORTANCE OF LEARNING ARABIC & ITS 

RELATIONSHIP WITH COMPUTER TECHNOLOGY

The Arabic language is called the language of the 
oppressed, the language of reluctance, the standard lan-
guage, and the language Eternal has reached us through 
transportation, and saved us the Holy Quran. The Arabic 
language is a pot thought and mirror of human civiliza-
tion refl ected in the concepts of communication between 
humans and means of communication. It is easy for him 
to pay attention to them, and it is suffi cient for the Ara-
bic language to be elevated and honorable, because it is 
the language of revelation Hakim to bring people out of 
the darkness to the light, has been attached to the Ajam 
through the Holy Quran, and their tongues stopped, and 
they seized their tongues, and almost forgot them [4].

The Arabic language represents the Book of God, 
the highest Arabic speech and its name and the splen-
dor of the Qur’an and its eloquence and clarity And his 
language, the Arabic language and the language of the 
Prophet peace be upon him and the transfer of his con-
versations Prophet Muhammad It was the year of the 
cleansing, and in Arabic, the Arabic culture, the lan-
guage of eloquence, luxury and wisdom Power and rhet-
oric. The Arabic language was distinguished between 
languages as a language with a large and signifi cant 
balance in prose different types and hair on different 
objects and subjects and this balance is in itself a treas-
ure of treasures of our Arab Islamic civilization. The 
Arabic language with its poetry, prose, rules, individu-
alities and methods is an large element of culture is the 
subject of attention and study in all corners of the earth.

The  Arabic language has a lot of advantages given by:-

• The language of the pot of thought, defi ned for its 
special and general features and infl uential in its 
present and future and the target thereof.

• Arabic, like other languages, is the instrument of 
expression of our civilization for thousands of 
years.

• Arabic is the book that God has promised to save.

So, there is a need to experiment with modern methods 
and methods through which language weakness can be 
addressed is therefore urgently needed Arabic, accord-
ingly it works on its development and from those edu-
cational means (computer).

Educational means are used as a means of learn-
ing and lead to learning The research has shown that 
students learn more and become more attractive I used 
the educational means that raise more than the sense 
of them, the sharing of senses of hearing and sight In 
learning it is better to use hearing alone. Educational 
means are an integral part of teaching methods and 
have a role to play in Educational process, and the need 
to use them in our time. Teaching aids also have great 
value and relevance in the process of teaching your lan-
guage skills Learner, and show that importance through 
many evidence, including [5]:

• Stabilization of information in the mind of the 
learner: has confi rmed many studies conducted in 
the states that the learner can (remember 10% of 
what he read and 20% of what he heard, and 30% 
of that, 50% of what he heard and saw at the same 
time, 70% of what he said, and 90% of what he 
did).

• Means that if learning is done by more than one 
sense, it leads to a higher recall rate and learning 
more effective.

The advantage of using the computer in the educational 
environment, for example, is that it provides many Aux-
iliary infl uences that clearly contribute to the presenta-
tion of the content in an interesting way through the 
use of colors, sounds and images, static and moving 
contrary to the traditional ways and means of education 
The computer also distinguishes its ability to provide the 
scientifi c material in an organized manner and a level 
commensurate with the capabilities of students, so that 
the student or teacher to re-content time and time again, 
So that the student can understand and master.

The computer is used in language learning in par-
ticular; to learn language skills, whether Mother tongue, 
or foreign language. Computer technology has been 
used as an educational tool to assist language learners; 
To develop their language skills, thus constituting an 
integral element in addition to other teaching methods 
Helps create an active, linguistically rich learning envi-
ronment.

The computer was actually used in language learn-
ing in the 1960s and language learning programs were 
developed Computer-aided English with the early 1980s, 
and the use of computers Assistant in the teaching of 
languages and learning stages of three as the fi rst phase 
began an idea in the fi fties, Applied in the 1960s, and 
based on the behavioral theory that made the computer 
an ideal tool Because it allows repeated learning of the 
material many times. The second phase has started in 
1970s, continued during the eighties, and based on the 
principles of communication theory, was the cause The 
prevalence of this theory is the criticism of behavioral 
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theory; On w hich the theory of behavior depends on 
repetition, and thus lack the communication factor; The 
theory of communication on the student’s use of lan-
guage in real-world purposes, the student is evaluated 
based on Give it the answer, not through the mistakes 
it makes. Many programs have been developed that this 
theory is based on education and gives some control and 
freedom during learning [6].

The main Obstacles of using computer in education 
are summarized as follows:

• Lack of specialized frameworks in the fi eld of edu-
cational computer in the education system in dif-
ferent countries and few adequate awareness of 
the importance of introducing computers in the 
fi eld of education.

• Lack of appropriate high-level software because of 
the considerable effort required to design Software 
and writing.

• The scarcity of educational programs in Arabic, 
where this is an obstacle to the expansion of the 
introduction Computer Education.

• The computer does not provide opportunities for 
proper social interaction among students them-
selves during learning. Learning Arabic has 
become a science that receives the attention and 
attention of researchers and specialists in Unfor-
tunately, we fi nd this interest extended to the use 
of technology in particular the computer. If there 
are no programs dedicated to teaching the Ara-
bic language, whether to her parents or to other 
people, only what although there are Arab socie-
ties that have limited interest in heritage aspects 
of the language Arabic language without attention 
to an important aspect of language and computer 
linguistics attention in the design of programs in 
e-learning, including the following:-

• Develop a computer program that develops the 
need of Darcy Arabic and fi ts them all regardless 
of level their linguistic competence

• Providing content in fl uent Arabic.
• Reassuring the Arabic language and heritage and 

intensifying its teaching in general education 
materials.

• To guide users of Arabic dictionaries to the impor-
tance of electronic dictionaries.

THE MAJOR PRIVILEGES OF E-LEARNING 

APPROACH

• Increase communication between students, 
between students and teachers through easy com-
munication between these parties in several direc-
tions such as discussion boards, e-mail, dialogue 
rooms. The researcher believes that these things 

increase and stimulate students to participate and 
interact with the topics in question.

• Contribution to the different views of students: 
E - learning allows the exchange of views on the 
topics raised, increasing the opportunities to benefi t 
from the views and proposals put forward and inte-
grated with the views of the student and this helps 
to form a solid basis for the learner and has a strong 
knowledge and opinions and through the acquired 
Of knowledge and skills through dialogue rooms.

• Sense of equality: The tools of communication 
allow every student the opportunity to express 
his opinion at any time without embarrassment, 
unlike the traditional classrooms that deprive him 
of this feature either becau se of the poor organiza-
tion of the seats, or the weakness of the student’s 
voice itself, or shame or other reasons, This type 
of education allows students to send their opinion 
and voice through available communication tools. 
This feature is more useful for students who are 
afraid and anxious because this method of educa-
tion makes students more daring to express their 
ideas and fi nd facts than they would in the class-
room Traditional [7].

• Easy access to the teacher: E - learning has made 
it easier to get the teacher and access to it as soon 
as possible outside the offi cial working hours, 
because the trainee has been able to send inquiries 
to the teacher, and this advantage is more useful 
and appropriate for the teacher rather than stay 
confi ned in a library.

• The possibility of adapting the teaching methods: 
Receive the scientifi c material in a way that suits 
the student, some of which fi t the visual method, 
including the method of audio or read, and some 
suit the method of practice.

• Fit different methods of education: Allows the 
learner to focus on important ideas while writing 
and compilation of the lecture or lesson, and also 
allows students who have diffi culty concentrat-
ing and organize tasks benefi t from the material 
because they are arranged and coordinated in an 
easy and good and important elements are specifi c.

• Additional help on repetition: An added advan-
tage for those who learn in practice. Those who 
learn through training, if they want to express 
their ideas, put them in certain sentences, which 
means that they repeat the information they have 
been trained on, as students do when preparing for 
a particular exam.

• The availability of curricula throughout the day 
and on all days of the week: useful for people 
who are moody or who want to education at a 
certain time, as well as those who bear the burdens 
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and personal responsibilities, this feature allows 
everyone to learn in a time that suits them.

• Continuity in access to the curriculum: makes it 
able to get the information at a time that suits him

DEVELOPING THE SKILLS OF LEARNING 

ARABIC LANGUAGE ACCORDING TO THE DATA 

OF CONTEMPORARY TECHNOLOGY

Education in the information age is moving towards the 
diversity of knowledge and skills, and it has become 
possible for the school, thanks to computers and infor-
mation and communication technology, to simulate the 
external reality within its walls. Having had many ways 
to communicate directly with the sources of knowledge, 
it became a belief that information technology was the 
effective means of transferring reality and vitality to 
school so that education would become more realistic 
and interesting [8].

If we look at the Arab learner, we see that he is 
studying all the Arabic language courses, but we notice 
defi ciencies or weaknesses in the basic points of skills. 
Therefore, we must focus in our Arabic courses on high 
skills in the Arabic language to reach the creative learner. 
This can only be achieved through the develo pment and 
activation of the language skills, which are appropriate 
to the age and intellectual level of the learner:

• Reading (active and conscious, both speed and 
depth of understanding). 

• Conversation: (Clearly understandable, masked, 
evidence-based, and proof-based).

• Listening to language speakers and understanding 
their meaning directly.

However, acquiring and possessing these skills requires 
the creation of an appropriate atmosphere and conducive 
conditions, which are refl ected in the use of the mod-
ern age data (education technology), such as language 
laboratories, computers, the Internet, the video room, 
the theater, etc. Focusing on the use of fl uent Arabic, 
direct communication and direct expression will make 
the study hall an arena for practicing language skills, 
using the video room for listening and viewing, and the 
modern computer, which is connected to the Internet. 
The goal is to emphasize the practical, practical, and 
attention to the functional aspect related to the future 
learner’s life, develop his abilities, satisfy his tendencies 
and achieve serious benefi t for him, while training him 
in ways of collecting information, which helps him to 
exploit his time in a fun way. This is called “smart class”: 
the ability to self-learn, to create, to acquire skills and 
experiences, by employing modern technology, which 
helps the student succeed in benefi ting from his or her 
own experiences by direct practice [9].

Therefore, modern education emphasizes the impor-
tance of caring for the learners’ ability to use language 
skills, which helps them to use Arabic in vital situa-
tions. This ability is achieved not only by defi ning the 
language and rules of use, but also by random learn-
ing based on repetition and not based on diagnosing 
the reality of learners. Unless it is training on sound 
practices, to consolidate and stabilize these correct 
responses. This is refl ected in the teaching of spelling 
in the primary stage, for example: where it is by dictat-
ing phrases and sentences to the learners, followed by 
correction and so, there is no doubt that spelling in this 
picture is a kind of test, but is supposed to be preceded 
by the process of education and training through using 
technology, so that the learner can acquire the skill bet-
ter, in an interesting and enjoyable way, where he has 
this method of technology (computer), the skill of cor-
recting his spelling mistakes himself, and rewriting in a 
multi-choice attempt to reach the correct answer, And 
dealing with it easily, but the teacher has a suitable tool, 
which can be used to diagnose the level of students, and 
their weaknesses in written skills. Now we wonder how 
to develop Arabic language skills: listening, reading, 
writing, expression, according to modern technology:-

• Listening skills: The listening is of great impor-
tance, it is the art of all the arts of speaking, read-
ing and writing. It was therefore necessary to take 
care and attention to the skills and experiences 
that would improve the listening ability through 
achievement tests, to provide appropriate grades 
as well as other language skills, to provide all 
assistance in their application, and to implement 
them in the fi eld of education from media, record-
ing devices and other The learner needs a vari-
ety of texts, based on listening positions, materi-
als, functions in school and working life, and his 
needs, especially in the fi rst stage of basic educa-
tion, which can be used in the use of texts of start-
ing, reading and adapting, And other materials to 
listen, can achieve the goals in a better way, espe-
cially if we note the need f or good listening, and 
its impact on communication, understanding, and 
language learning and pronunciation spontaneous 
and natural, especially if we use the audio and vis-
ual devices, and other means to possess this skill.

• Oral expression skills: To develop oral expression 
skills, learners should have many opportunities 
to practice language in terms of oral expression, 
vitality, diversity, and responses to practical and 
natural needs. The text of the starting stage in 
the fi rst stage is useful in acquiring an initial bal-
ance, through teaching listening, to build learning 
other skills on it. It compensates for the expression 
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by saving written texts that are suitable for the 
characteristics of the oral language, and does not 
give expression to the learners and their departure. 
Which serves the purposes of expression. Note that 
the written text has characteristics that distinguish 
it from oral discourse, and its use is not justifi ed 
in oral expression, unless it is intended to make 
learners speak orally, as written books do. But 
using technology, modern means, and mediums 
we can love them in language and encourage them 
to gain, by increasing the exercise, and exercises 
gained by the skills of oral expression. We should 
also encourage them to be profi cient in written 
expression, in parallel with the oral expression 
appropriate to their age, level, and interest in mod-
ern methods, which have proved to be very useful 
in the fi elds of oral and written expression.

• Reading and memorization skills: Specialists in the 
fi eld of reading, special software for determining the 
level of reading, have developed the text used by 
learners. It determines the level of pacing along the 
sentence, the length of the word, the diffi culty level 
of the word, or the fi lling of the appropriate fl oor 
space, Basis. This allows the teacher to delete some 
words of text, and asks the learner to fi ll the blank 
with the appropriate word. Such software helps to 
determine the level of reading in a classroom where 
the teacher can measure the individual’s ability, and 
in view of the level of reading, the student is given 
the best teaching material.
Some programs can help students memorize 
poems, sayings, chats, and texts. To provide the 
text and delete some of the implications gradually: 
or provide the student after each erasure gradually 
by the correct answer, and to help the accuracy of 
the preservation, and the understanding of read-
ing, and at the end of the program, to save the 
entire text, without any hint. In order to develop 
reading and memorization skills, we need to use 
literacy content and texts that support listening 
and expression skills and enrich them, serve read-
ing functions in general, and their functions in 
student learning and response to their own needs. 
It is necessary to diversify the reading texts in a 
variety that is capable of developing literacy ten-
dencies, using the sources of children’s literature 
and culture, investing in the classroom, the school 
treasury, video, television, computer, and ... to 
develop the tendency to free reading, interacting 
withthe various reading materials and selected by 
students.

• Writing skills: Writing skills are drawings and 
mistakes that require strengthening their connec-
tion to reading, listening, expression, and taking 

into account their association with psycho-motor 
skills, di scrimination, drawing and error. Many 
teachers have suggested the development of spe-
cial manuals to train on the origins of writing, 
the line and its controls, and special attention to 
drawing and handwriting, especially at this stage. 
He is encouraged by the love of language because 
it gives him the last assessment of his work. The 
computer, and modern technology, are able to 
support and acquire Arabic skills easily, easily and 
thrilling, but also to teach them very important 
skills at this stage. The computer skills that the 
learner can acquire are Arabic word processing 
skills, and the computer in the school can provide 
the students with adequate training to acquire the 
skill of word processing. It has the ability to store 
and retrieve text, and speed in correcting spell-
ing and grammatical errors without reprinting this 
activity It should be available to every student in 
the Arab world, to have the opportunity to train 
and acquire his skills. The learner has to use it in 
expression, writing, more quickly, and at a lower 
cost. Where he immediately sees the words he 
writes on the screen, corrects and corrects them, 
and may change the font sizes. And their forms. 
This creative method of expression is interest-
ing for students, improves their performance in 
expression, creation, and output of publications, 
wall magazines and periodicals, and makes them 
more articulate to express in a sound language, 
more profi cient in spelling and more precise in 
style and organization [10].

Provide language presentations in a fun, interesting and 
interesting way by students using computer, The Internet 
provides active learning that relies on the use of sound, 
image and motion and see some practical applications in 
Arabic so that students can practice the language. And 
attention to develop the four skills of Arabic (listening, 
speaking, writing and reading) Trendy in line with what 
the computer and the Internet provides:

• An exploratory and experimental sense of the 
learner. 

• Raising thought and satisfying tendencies.
• Rich opportunities to identify and address errors.
• The computer provides the self-confi dence and the 

ability to make decisions because it evaluates its 
own work.

ARABIC LANGUAGE AND CHALLENGES OF 

KNOWLEDGE AND COMMUNICATION

The Arabic language is currently facing major chal-
lenges that can be summed up In making Arabic the 
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language of development, knowledge and communica-
tion so that they are able to be the language that Knowl-
edge, and also the language that produces and dissemi-
nates the knowledge that members of the community 
communicate. and therefore the biggest challenge of the 
Arabic language is its transformation into a language 
for spreading knowledge. Since there are other modes 
like. The World Wide Web of Information and various 
technological tools that compete in the dissemination 
of knowledge, must the language has suffi cient content 
and content. To date, the Arabic language presence in 
the informatics network is By 1.6%, which is a good 
number for the beginning of the presence of almost non-
existent. But However, it is far from the fi gure that the 
Arabic language can be. There is a good presence of 
Arabic, and there are other areas where Arabic is needed 
to encourage and support [11].

Sma ller computers are becoming more widely avail-
able, new educational programs are appearing in our 
schools and others in our educational institutions. Many 
language teachers have begun to write their own learn-
ing programs or courses, along with the use of those 
currently available in the market and education with the 
help of electronic computers The term used to describe 
computer programs designed for teaching. It is important 
not to confuse the term and learning languages with the 
help of electronic computer, a term called forms. Differ-
ent types of computer-based instruction.

The usage of information technology in teaching 
Arabic can be done based on the following:-

• Integration of linguistic and computer labs and 
multiple presentation programs.

• Adoption of the methods of searching and extrap-
olation of the Arabic language on the computer.

• Encourage students to write and communicate 
with others through different communication 
technologies.

• Utilization of the programming systems and appli-
cations designed for the Arab user such as:

• Automatic drainage, which is based on the analy-
sis of the word to its derivational and discharge 
elements.

• Automatic expression and semantic analysis, 
which extracts the meanings of words from their 
context and determines the extent of correlation 
and consistency of sentences with each other.

• Using databases, dictionaries and electronic dic-
tionaries (Internet) 

There are many reasons why computers are used in edu-
cation:-

• Knowledge explosion and the fl ow of informa-
tion where this era is called the era of information 
revolution.

• Need for speed in the information age: because 
this era is the age of speed, making Human beings 
need to deal with this vast amount of information.

• Finding solutions to the problems of learning dif-
fi culties facing learners in general and children 
of Arabic language especially where studies have 
shown that the computer has an important role in 
helping to solve learning diffi culties.

• Improve future job opportunities by preparing stu-
dents for a world of advanced technology

In order for the teacher to become important in guiding 
students to the right direction to make the most of the 
technology, the teacher should do the following:-

• To transform his or her classroom from a place 
where information is transferred in a consistent 
and one-way direction from the teacher to the 
learner to a dynamic learning environment.

• To develop a practical understanding of the char-
acteristics and needs of students.

• To follow the teaching skills take into account the 
needs and expectations varied and different recip-
ients and there is no doubt that the role of the 
teacher will always remain, but it becomes more 
diffi cult than before, because the teacher is the 
essence of the educational process so it must be 
open to all new and fl exible to enable him to crea-
tivity and innovation.

The  adoption of any new educational method often fi nds 
supporters and opponents, each with a different view of 
the other.

Firstly: The point of view of e-learning enthusiasts is:-

• When schools are connected to the Internet, it 
makes teachers rethink their old teaching methods.

• Students have suffi cient capacity to use technol-
ogy. 

• Using the computer to transmit energy to students.
• Using the computer makes the classroom a learn-

ing environment that is interactive
• The use of the computer makes students feel con-

fi dent and responsible. The use of computers leads 
to the development of students’ ability to work as 
a team.

• E-learning makes students think creatively to 
reach solutions.

Second: The point of view of opponents is:-

• E-learning requires an intensive effort to train and 
qualify teachers and students in particular in prep-
aration for this experiment in conditions of

• widespread technical illiteracy in society.
• Linking e-learning with other technical factors 

such as the effi ciency of
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• communication networks, the availability of hard-
ware and software, continuous electricity fl ow, 
and the ability to produce programs professionally

• Cost factor in production and maintenance.
• E-learning weakens the teacher’s role as an impor-

tant educational and educational infl uence.
• The frequent use of technology at home, school 

and daily life may lead to the boredom of the 
learner of these media and lack of seriousness in 
dealing with it.

CONCLUDED COMMENTS

The teaching of Arabic through the use of e-learning 
brings life and movement in the formation of educa-
tional attitudes, and makes them full of freshness and 
vitality needed by the process of teaching the article, 
which positively affected the student’s achievement. 
Also, teaching in e-learning requires more time, effort 
and skill than the teacher when using traditional meth-
ods and methods. Finally, through this research work, 
we reach to the following results:-

• The use of computer in teaching Arabic makes 
Arabic language more interesting and attractive 
for students.

• The use of technology in teaching Arabic is a 
means of preserving it and a guide. However, the 
language is able to cope with the developments of 
this age.

• High cost of computers and programs.
• The need of some teachers for longer time and 

training courses to learn how to use the computer 
in education the language.

• The goal of teaching Arabic language using com-
puters is to respond to those who are accused of 
language with sternness and lack of The ability 

to keep pace with civilization and its proof of the 
ability of the Arabic language to meet the chal-
lenges addressed to them.
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ABSTRACT

Social networking is one of the most important tools of e-marketing that helps reach customers, identify their trends 
and communicate with them. Social networking sites can help policy makers to prioritize decisions, choose between 
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INTRODUCTION

In this age of information that has invaded and pen-
etrated the technology of our present world until it has 
become an essential part of our daily lives, the emer-
gence of electronic commerce has surfaced, even though 
it is late in the ladder of historical development of IT 
growth, but there are many technical diffi culties Met 
The major challenges, notably information security, 
electronic payment methods, intellectual property, elec-
tronic contracting, technical authority, standards, etc., 
to impose digital life impose itself on everyone, with all 
its electronic features. The term E-Commerce is called 
the E-Commerce on the implementation and comple-
tion of marketing, selling and buying through electronic 
means, where the Internet is one of the most electronic 
means used for this purpose [1]. E-commerce is not lim-
ited to selling through the Internet, it is a broader con-
cept that can be considered as a means of delivering 
information, services or products over telephone lines 
or through computer networks or through any techni-
cal means. From the business point of view, Transac-
tions are automatic and fast. So as to meet the wishes of 
companies and consumers and managers in reducing the 
cost of service and increase the effi ciency and acceler-
ate the delivery of service, to open the way for the sale 
and purchase of products and services and information 
through the Internet, and the simplest manifestations 
of online shopping online, which allows people to visit 
dozens of exhibitions, Widgets, behind their offi ces or 
in their homes.

Because e-commerce between companies and con-
sumers, known as online shopping, has received only 
a small amount of research efforts so far, mainly deal-
ing with the most traditional forms of shopping such as 
shopping by mail and telephone or more complex forms 
of online shopping such as video shopping and shopping 
So this paper will address some key points as a general 
conceptual input to illustrate the concept of online shop-
ping. “Internet marketing” is one of the most important 
new global developments that strongly imposed itself 
during the last period of the 20th century and has thus 
become one of the pillars of the new global economic 
order, Kotler asserted. The new economy focuses on the 
simultaneous use of the Internet [2]. Internet market-
ing is primarily based on modern communications and 
information technology, particularly the Internet.

E-commerce is a generic term intended for any type of 
business or business transaction involving the exchange 
of goods and services at any time through channels. 
For example, the process by e-Payment Gateway uses 
e-payment gateway to pay bills by telephone, Buying 
a product or service online The Internet is a new era in 
the marketing world for both the marketer and the shop-

per. Companies have been able to manage their informa-
tion in a practical way, develop accurate and scientifi c 
strategies for online marketing, and can meet customer 
requirements .In an atmosphere of intense competition 
[9]. Defi nition of electronic commerce (EC)) as a process 
of buying, selling ,or exchanging products, services or 
information through computer networks.

“Social Networking”, the Internet is the fi rst impor-
tant historical development in human life after the 
Industrial Revolution. This network connects many local 
and international networks and allows many people to 
talk or exchange information through computers. Social 
networking sites are classifi ed in terms of Public access 
is divided into two main sections: Section 1: sites that 
include individuals or groups of individuals with profes-
sional frameworks: the fi rst is a specifi c social section, 
and these sites are closed and are not accessible to the 
general public; while section II is known as: Social open 
for all those who are entitled to have an online account, 
join and choose his friends, and these sites network Face-
book. Classifi ed by social blogging, blogging, blogging, 
and blogging sites. The importance of social networking 
as a set of practices that helps in determining the fi eld 
of shopping airlines at all levels to clarify the practices 
required for social networking sites in the fi eld of Saudi 
air transport in particular and then work on develop-
ing, deploying and employing them to achieve the main 
objectives Lines of the Saudi air transport, thereby con-
tributing to the achievement of basic management tasks 
show through capacity planning and decision-making 
and problem-solving.

INTERNET & SOCIAL NETWORKS

During his long history, humankind has not experi-
enced changes in the pattern of production, exchange 
and communication, but in the way of life in the depth, 
comprehensiveness and speed of the societies since the 
introduction of modern information and communica-
tion technologies. These technologies have penetrated in 
some sectors such as the fi nancial sector and the bank-
ing sector, The methods and practices used by institu-
tions working in these sectors are comprehensively 
transformed. The transformation included the structures 
and the structure of these institutions. As a result, a type 
of organization has no specifi c location or structure of 
a traditional hierarchy or a physical entity, but its exist-
ence and activity depend on the network of exchange 
and communication relations through which its activities 
activities are carried out. It is its own institutional entity, 
which has become a fl exible entity Material existence, 
but communicates information and communication, and 
if it is a fi ctional or virtual book. The information and 
communication revolution has contributed signifi cantly 
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to increasing the size of the current global economy and 
the lifestyle of its societies known as the globalization 
trend over the past quarter century. The effects of this 
information and communication wealth are expected to 
continue and expand to all sectors of activity, produc-
tion and exchange in societies [3].

The Internet is the fi rst important historical devel-
opment in human life after the Industrial Revolution. 
This network connects many local and international 
networks and allows many people to talk or exchange 
information via computers. This rapid communication 
has increased the value of the Internet as an important 
tool of Access to information tools. The World Wide 
Web has gone through several stages of development 
until it has reached the accepted form, sponsored and 
funded by ARPANET. The Internet is in fact a network 
project, dubbed the Advanced Research Projects Agency 
of the US Department of Defense, in 1968, time spent 
on building a cohesive network that could withstand 
diffi cult conditions such as a nuclear accident. Milnet 
could transmit government military information, and 
the arbanet was divided into two networks: the fi rst 
was Milnet to transmit government military informa-
tion, the second was Arpanet, Is the The real state of the 
Internet.

It is worth mentioning that this network was not 
the only one of its kind at the time, but several net-
works started in BITNET. In 1980, some other networks 
emerged, such as the Bitnet network, and connected to 
the Internet after its establishment. In 1968, the National 
Science Foundation Linking the network with fi ve of the 
National Science Foundation computers. NESFNET con-
nected to a basic structure known as the “Super Com-
puter” with the latest in communications science, until 
it became the backbone of the Internet. Many countries 
then established private networks And connected to the 

Internet This great system became known as the Internet. 
The Internet has become the network of networks that 
connect more than 200,000 networks in 150 countries 
around the world, and is growing with a strong demand 
from educational institutions, academia, research centers 
and companies. According to published statistics, there 
are 2 million users joining the Internet each Month, an 
average of 46 new users every minute [4] The number 
of Internet users in the world about 1,114 million users 
according to a recent statistic. - The widespread use of 
the Internet globally.

There is no doubt that the modern social networks 
have become one of the most important means of com-
munication and the transfer of data between people and 
communities. For example, studies Shows that Facebook 
and Twitter are two of the most widely used tools used 
by government and private organizations to connect 
with people. The spread is becoming clear as each of the 
ten in the world has an account in the social network-
ing site Facebook and every month 500 million users 
are registered on the global YouTube site. This increas-
ing amount of social communication for all segments of 
society means more mass of these tools.

THE CONCEPT OF ONLINE MARKETING

Internet marketing is one of the most important new 
global developments that has imposed itself strongly 
during the last decade of the 20th century and has 
become one of the pillars of the new global economic 
order, Kotler said. The new economy focuses on the 
simultaneous use of the Internet. Online marketing is 
the key to achieving the goals of modern companies and 
institutions. It includes fi nding the needs and desires of 
the market under the environment and the tools that 
the Internet brings together in the form of electronic 

Figure 1. Internet Structure
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communication technology. In other words, there is a 
difference between e-commerce and online marketing; 
e-commerce is the means of buying and selling through 
the Internet, while online marketing refers to the market-
ing aspect of e-commerce [5]. Online shopping is defi ned 
as “a form of trade between companies and consumers 
through electronic means.”

The term e-commerce is the product of the term 
e-commerce (Internet), where Internet marketing is an 
investment of the power of the Internet in the applica-
tion of principles , concepts and elements of the mar-
keting mix (product, pricing, distribution, promotion) Is 
linked to large companies but is available to all users 
and all uses at all levels. The Internet is one of the new 
and important marketing channels for all products and 
services, and therefore companies and institutions must 
benefi t from using alternative marketing strategies and 
money Meh for this new marketing channel. Here we 
fi nd that there is a convergence or overlap between sev-
eral concepts, namely is a broader concept: -

• Electronic marketing includes marketing opera-
tions through several forms and electronic media 
and modern marketing is through the Internet, one 
of which is marketing. A concept that includes 
electronic commerce

• E-commerce Sales and purchase operations 
through computer systems or through different 
network systems, and the Internet is one of them.

• Search Engine Marketing Marketing through 
e-mail, marketing and other virous methods. It 
is therefore diffi cult to defi ne a clear and precise 
meaning of the term Internet marketing

Some of these concepts can be presented as follows: 
Online marketing means “utilizing expertise and exper-
tise in the fi eld of marketing to develop new and suc-

cessful immediate strategies that enable the achievement 
of current goals and objectives faster than traditional 
marketing, as well as the expansion and growth of busi-
ness in a very short time and with investment Less capi-
tal “. Online marketing may also defi ned as “the use of 
information technology to effectively link the functions 
provided by sellers and buyers” and Internet marketing 
is known as “a modern business method of research” 
in the need of both companies, traders and consumers 
alike to reduce costs and at the same time Improve goods 
and services and increase service delivery speed “. Online 
marketing may also be defi ned through the functions it 
performs, which include communicating with custom-
ers and making sales, which are an innovative model 
of direct marketing as well as giving content through 
the payment of websites either through the sale of the 
advertisement or the purpose of a certain amount of 
money for Access to it [6].

It is no secret that social networking sites are impor-
tant today because of their active role in everyday 
life, the possibility of being marketing tools, spreading 
beliefs, gathering followers and supporters, as well as 
having fun and spending time. Regardless of who calls 
for the abandonment of the use of these sites because 
of the damage and the risks of legal and social aspects 
and personal embarrassments or technical security prob-
lems. But the question that arises when addressing the 
importance and benefi ts of social networking sites is the 
role that these sites can play in the service of teaching 
and teaching methods? And yes, as many say: Yes, that 
is only because it has become the primary tool for the 
exchange of information without dispute.

Websites are one of the most important technological 
phenomena of the present century. In recent years, the 
number of users has increased to astronomical fi gures. 
The proliferation of laptops and 3G phones have con-

Figure 2. Social networking sites Categories
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tributed to the increased social responsiveness of users. 
Rapid modern life has contributed to its spread. Every-
one exchanges messages and conversations and shares 
images and videos through these networks because 
of his preoccupation with real social life. Psychologi-
cal studies have shown that the process of storing the 
human mind of information or vocabulary is determined 
by the nature of the recipient’s mental state. This idea 
also found its support in Greek philosophy, where Aris-
totle in his speech on the theory of knowledge on the 
need to adhere to the dimension of entertainment during 
the lessons. Therefore, these sites will be one of the most 
things that could generate a revolution in the fi eld of 
education if they are employed in line with the require-
ments for knowledge and science. Students will be more 
enthusiastic, especially when it comes to using social 
networks in lessons that some may see as “complex.”

E - COMMERCE AND ITS CONCEPT IN 

MODERN TIMES

E-commerce is a general term intended for any kind of 
business or business transaction involving the exchange 
of goods and services at any time via channels and so-
called electronic payment gateway such as paying bills 
by telephone or purchasing a product or service through 
the Internet. The shift from traditional to online stores 
and virtual malls has changed customer buying habits 
and patterns. Some changes have been made: convinc-
ing customers and consumers that online transactions 
are safe and product quality guaranteed, with channels 
for product replacement and return, Identify the differ-
ent ways available to deliver products, and introduce 
customers to the broad base of products, additions and 
deletions, which occur on the go and that the shopping 
as a user friendly.

E-commerce applications have appeared since the 
seventies of the last century The most popular applica-

tion of electronic money transfers and prevalent among 
the giant companies, and then developed electronic data 
exchange, which expanded the application of electronic 
commerce from mere fi nancial transactions to other 
transactions, increasing the use of this technology in the 
companies and other contributors. As well as applica-
tions that have previously appeared in telecommuni-
cation sector used in the sale of shares and tickets on 
private networks. With the advent of the Internet in the 
1990s and its spread to millions of people, e-commerce 
has emerged over the Internet and its applications have 
been greatly developed.

E-commerce is defi ned as the process of buying, sell-
ing, or exchanging products, services or information 
through computer networks. E-commerce began in the 
early 1970s in the fi eld of banking and banking oper-
ations. In the early 1980s, the exchange of electronic 
money transfer was the means of exchange between 
companies to increase the effi ciency of electronic data 
work during the organization of electronic business and 
reduce the manual work. Data has been an integral part 
of business, and has helped to spread business widely 
and e-commerce has become a cheap way of doing busi-
ness, a fact that can not be ignored. Previous studies 
indicate that 46% of large business companies have a 
presence or presence on the Internet, and the number 
has risen to 78% at the present time, which means that 
there is a turnout of companies in this new form of trade, 
e-commerce has imposed itself strongly on the world 
stage. Figure 3 illustrates e-commerce through the area 
of communication, business process, service delivery, 
learning, collaborator and community participant [7].

The e-commerce process between business and con-
sumers provides the consumer with information and ser-
vices that enable him to identify lessons learned from the 
experiences of others in how they use e-commerce con-
cepts, especially in the development of complementary 
services such as booking, selling, hotel and car rental 

Figure 3. E-Commerce Participants
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services enabling thim to make the right buying decision 
so that online shopping can be defi ned as a form of trade 
between companies and consumers through electronic 
means. Previous studies have dealt with the Internet as 
a marketing tool for goods and services [10]. Some have 
seen it as a form of direct marketing that requires effec-
tive and direct communication between the marketing 
establishment “see Fig.4”. [11]

In view points of the benefi ts that the customers reap 
from e-commerce: Saving time and effort: e-market is 
open continuously (all day and without any holiday). 
Customers do not need to travel or wait in line to buy a 
particular product, nor do they have to move the prod-
uct home. Buying a product does not require more than 
just clicking the product, and entering some information 
about your credit card. In addition to credit cards there 
are many propper payment systems such as electronic 
money (E-money). Choice of choice: E-commerce offers 
great opportunity to visit various types of shops online, 
in addition, it provides customers with full product 
information. Besides, it is all done without any pressure 
from vendors. Price reduction: Many online companies 
sell goods at lower prices compared to traditional stores, 
because online shopping saves a lot of the costs spent in 
regular shopping, which is in the interest of customers. 
User satisfaction: The Internet provides direct interac-
tive communication, enabling e-market companies to 
take advantage of these features to respond to customer 
inquiries quickly, providing better customer service and 
satisfaction.

On other side, regarding the benefi ts does a trader 
gain from e-commerce: More effective marketing, and 

more profi ts: The adoption of companies on the Internet 
in marketing, allows them to display their products and 
services in various parts of the world without interrup-
tion - the length of hours of the day and the year - pro-
viding companies with greater opportunity to profi t, in 
addition to reaching more customers . Reducing com-
pany expenses: Preparing and maintaining e-commerce 
sites is more economical than retail or offi ce mainte-
nance. Companies do not need to spend heavily on pro-
motional items, or install expensive equipment for cus-
tomer service. The company does not seem to need to use 
a huge staff to carry out inventory and administrative 
work. Online databases maintain the date of sales and 
customer names. This enables a single person to retrieve 
information in the database to check the dates of sales. 
Communicate effectively with partners and customers: 
Fold e-commerce distances and cross borders, provid-
ing an effective way to share information with partners. 
E-commerce provides a good opportunity for companies 
to benefi t from the goods and services provided by other 
companies (ie suppliers), called e-commerce from com-
panies to businesses.

MAJOR PROBLEMS AND CHALLENGES THAT 

FACING ONLINE SHOPPING

Despite the huge development in technology, especially 
in computer and related sciences, which resulted in a 
change in the administrative and production systems, 
which was refl ected in e-marketing or e-commerce, 
which indicates the disappearance of traditional trade, 
replaced by e-shopping, reducing the need for stores 

Figure 4. A Framework for Electronic Commerc
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and salesmen and their cost. The researchers differed in 
their views on online shopping. Some views suggest that 
online shopping is not yet ripe for full-scale prosperity. 
Other views, however, suggest that online shopping will 
replace traditional shopping, but there is little research 
that supports or refutes these views. The fact that online 
shopping is still opaque for many consumers may be 
due to several factors, As a result of identifying these 
factors and removing them or minimizing their negative 
effects may have a major positive impact on increasing 
the number of adopters to shop online.

• How to protect the privacy of individuals, as that 
element is essential to ensure the user’s confi dence 
in this evolving type of shopping and the security 
and confi dentiality of information is a key factor 
for the growth and promotion of this type of shop-
ping.

• Lack of awareness is a barrier to online shopping, 
as is the low consumer base where there are poten-
tial discourages business efforts to create websites 
for consumers to shop and buy.

• The cultural and social background of the con-
sumer who is resisting change. Online shop-
ping requires a change in purchasing behav-
ior, which is not accepted by shoppers.
Credit cards are the most common way of paying 
for purchases through the Internet. Credit cards 
are the most common way of paying for purchases 
through the Internet. The little number of credit 
cards in some countries may limit this type of 
shopping.

• Problems of protection and insurance against risks 
and problems of protection guarantees for the 
movement of electronic exchanges between the 
parties of dealing whether sellers / buyers / banks 
... etc.

The major problems and challenges that face shop-
pers can be summerized as follows:- 

• Lack of knowledge of how transactions are being 
conducted on the Internet

• Lack of computers experiences in many families. 
Even if available, shopping and handling are unu-
sual, especially for family members who make 
purchase decisions such as Parents.

• The potential theft of consumer card numbers 
through online handling, and thus carry cardhold-
ers the burden of buying goods or obtaining ser-
vices they did not order.

• Online shopping leads to the loss of the well-
known shopping pleasure of families in shopping 
through the direct social interaction between the 
seller and the buyer, and reduces the opportunities 
for family interaction as a result of the decline of 

traditional shopping opportunities, which are con-
sidered by some families as the only opportunity 
For having or fun.

• Some are implicated in the rush to buy goods that 
the individual may not need as a result of the 
attractiveness of the advertisement ease of pur-
chase with credit cards, and thus the accumulation 
of personal and family debt.

• The possibility of fraudulent contracts and theft 
due to the inability to verify the identity of the 
sellers, and the potential for commercial fraud or 
theft exists, the requested commodity may not be 
returned or may come with different specifi cations.

• The inability of the consumer to see or inspect the 
commodity before purchasing it.

• Language is a hindrance to a considerable number 
of Customers who only speak Arabic.

It is noteworthy that the most tedious challenges facing 
non-shoppers in the Kingdom of Saudi Arabia, which 
is revealed in the current study is to deprive the pleas-
ure of shopping, followed by the lack of secure internet 
connection to customers and the absence of payment 
alternatives to other than credit cards. Online shopping 
is a challenge for both the customer and the marketer, 
although there is widespread awareness and ongoing 
developments to eliminate these eradicate problems 
facing this process, but it takes a long time to get rid 
of them entirely . Based on the above, the importance 
of the study is to answer some general questions such 
as: What are the advantages of using social networking 
sites in marketing ? What are the obstacles that limit 
success?, what are the entities that should be assigned 
the responsibility of marketing through communication 
sites Social? And what are the reasons for the weakness 
of members’ participation in social networking websites 
?,What are the tools and means that can contribute to 
achieving the desired interaction of these members with 
those websites ?, What are the information and topics 
that are being asked by the members of these websites? 
[8]

Finally , E-commerce is primarily based on a data-
base of information and data that fl ows through infor-
mation media over the networks, and thus it is exposed 
to penetration or manipulation of this information as 
long as it has been possible to penetrate the information 
system itself in many ways. Protection of trade through 
the confi dentiality of information This is because most 
of the information dealt with daily can be protected by 
many protection systems, but the real danger is that any 
business if stolen information will be at risk that may 
adversely affect electronic E commerce trade. 

Determining the challenges of legal e-commerce 
requires a conceptualization of the process from begin-
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ning to end in a general rather than detailed manner, 
and then directing the research index to draw the titles 
of the challenges, and then to describe the content of the 
challenge and the solutions to be determined. The elec-
tronic commerce in its general form, requests for goods 
or services in which the student is in a place other than 
the place where the service or the goods are required, 
and the answer is given to the availability of the service 
or the goods on line. The situation may be - as in the 
virtual stores - Followed by a request for a service or 
purchase order from the customer’s browser for the site, 
and on the line as well, thus standing for the informa-
tion website on the network, the specifi c means of dis-
play of the contract and its price or replacement in the 
case of on-line services (ie via information networks). 
This phase (which precedes the contract actually) raises 
many problems and challenges. First, the user or cus-
tomer documents the existence of the site, the goods 
or the service. The second is the legality of what is pre-
sented in the site in terms of ownership of its material of 
moral nature (intellectual property problems). Third, the 
challenges of protecting consumers from online fraudu-
lent activities, phishing sites, or illegal content of the 
services and products offered. The fourth is: the taxes 
on electronic commerce revenues across the line, the 
criteria for calculating them, and the extent to which 
they are being regarded as a severe and severe constraint 
on the growth of electronic commerce. These challenges 
also go with the next stages of the e-commerce activ-
ity line. Reliability and consumer protection go hand in 
hand with other stages of e-commerce activities.

The next stage is the conclusion of the contract, so 
that the acceptance and acceptance on the line also, 
and this is done in many ways according to the con-
tent of the business and contractual means on the site, 
the most famous electronic contracts on the web, and 
contracting e-mail via e-mail and generally, the will 
of the supplier or product Or the seller with the will of 
the customer, and conclude the agreement on the line, 
and here appear two main problems: - First, each party 
documents the status and the person and the pres-
ence of the other party, in the sense of confi rming the 
integrity of the character of the contractor. Among the 
means to solve this challenge are the establishment of 
neutral bodies that mediate between the contractors 
(the authorities of the intermediate certifi cates) in terms 
of ensuring the verifying of the existence of each of 
them and ensuring that the information is exchanged 
between them real and work on-line by sending con-
fi rmation letters or authentication certifi cates to each 
party confi rming the status. Second: - The contract or 
the legal force required by the contract, which in tradi-
tional trade guarantees the signature of the person on 
the contract or the request for the goods or the personal 

evidence in the case of the unwritten contracts of those 
who witnessed the material facts related to the contract, 
The enforcement of the parties to the obligations after 
the conclusion of the contract, how to be signed in this 
imposition, and the extent of his argument that was by 
electronic means, and the extent of acceptable evidence 
in the evidence, and mechanisms to provide evidence if 
it is just documents and fi les stored in the system ????
The e-commerce environment has its own nature, and 
thus the digital signature method is used to achieve the 
normal signature function as we will explain in the fol-
lowing:- The third stage is the enforcement of the obli-
gations of the contractors, the seller or the supplier of 
the service obliged to deliver the sale or execution of 
the service, and the customer obliged to meet the price. 
Each obligation has its own challenge. The obliga-
tion to deliver raises the problems of default or delay 
or delivery of a place that fails to meet the specifi ca-
tions of the agreement like. those in the fi eld of tradi-
tional business activities. The payment of the allowance 
or the price, raises the problem of technical payment 
methods such as credit card payment or the provision 
of the card number on the line, a challenge that arose 
in the technical environment and Walid, And the cer-
tifi cates of the parties that mediate the process of meet-
ing the non-contractual relationship, in addition to the 
challenges of criminal activities in the fi eld of the abuse 
of credit cards and activities of seizure of its number 
and the reconstruction of the card for the purpose of 
illegitimate [9]. In addition to these challenges, chal-
lenges can be described as general challenges related 
to the activity as a whole, not the stages of implemen-
tation such as the privacy of the relationship between 
contractors and the privacy of information exchanged 
between them and limiting the protection of the activ-
ity as a whole from the criminal activities of hackers 
of computer systems and networks, Disputes that arise 
between the parties to the contractual relationship, as in 
the Internet environment, the geographical boundaries 
and separations disappear, and with them the jurisdic-
tion of the jurisdictions of the judiciary, regardless of the 
jurisdiction of the dispute and any law applied to them 
when different nationality of contractors, The com-
mon situation in the fi eld of electronic commerce. The 
organizational changes brought about by e-commerce in 
companies have affected the structure of the market. The 
e-commerce market is one market in the world called the 
global market and includes the entire world.

This new pattern of modern trade has received the 
attention and attention of our leadership to its guidance, 
which has being approved by the Supreme Council for 
forming a permanent technical committee for electronic 
commerce at the level of specialized agents in the Min-
istries of Commerce, Saudi Arabia and King Abdulaziz 
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City for Science and Technology. An advisory team of 
businessmen has being formed, including a group of 
specialists and those who are scientifi cally qualifi ed in 
this fi eld, as a link and interaction with private sector 
institutions and institutions. The National Committee 
and the Consultative Group continue their efforts to 
accelerate the completion of the requirements for the 
dissemination of the concepts and methods of e-com-
merce in the Kingdom and to create an environment 
conducive to its spread and encourage investment in its 
technologies and practical applications. And believe in 
the importance of electronic commerce and the impor-
tance of the changes that will be introduced by this new 
revolution we fi nd that the leadership of the representa-
tive in the Ministry of Commerce has provided and made 
a lot of clarifi cation to the technical and dissemination 
of the necessary awareness, and so it is better to now 
put the most important things done by the Ministry of 
Commerce.

THE DIFFERENCE BETWEEN E-COMMERCE 

AND E-BUSINESS

There has been a lot of controversy over the defi nition 
of e-business and e-commerce, where are the more com-
prehensive than the other, or where is one of them falls 
under the other, as the change in the concept and defi -
nition and the purpose for which the use of technology 
appeared different terms and defi nitions. It is common 
for many that the use of the term e-commerce is only syn-
onymous with the term e-business, but this is a common 
mistake that does not consider the difference between 
them. The line between e-commerce and e-business has 
become blurred. The two terms became interchangeable. 
E-commerce refers to the trade between companies and 
individuals (consumers) and its applications, while the 
business includes all types of trade between companies 
and their applications in addition to e-commerce,both 
terms include doing business by computer from Through 
the network of private or public data transmission or 
through the Internet or intranet, and in the next para-
graph Sabin the difference between the two terms [3,4].

E-commerce is a breakthrough in the world of com-
merce or a new technical technique in which technology 
is used to change and expedite business processes, but to 
create markets and distribution outlets that do not com-
ply with temporal or spatial limits. Laudon and Lauden 
defi ned e-commerce as the use of information technol-
ogy such as computers and communications to automate 
the sale and purchase of goods and services. The con-
cept of e-commerce, has changed and its defi nition has 
been defi ned after the defi nition was limited to the elec-
tronic link between the customer and the organization, 
whether consumer, organization or government. Thus, 

a new concept was born, focusing on external open-
ness “outside the organization’s environment”, inter-
nal and external interdependence and integration at all 
levels and levels. Thus, this new principle or new term 
“e-business” is based on the ability of the organization 
to exchange information, money, goods and services in 
an electronic format, whether this exchange between 
companies or between companies and individuals.

E-business refers to beyond e-commerce. It is not 
only the purchase and sale of goods and services, but 
the provision of services to customers and cooperation 
with business partners and do business and internal 
transactions electronically. E-business is a more accu-
rate expression of the transformation, substitution, or 
exchange of goods, services, information and knowl-
edge through the use of networks and technologies that 
enable organizations to perform such tasks easily and 
smoothly [7].

We conclude from the above that the defi ni-
tion of electronic commerce and electronic business:
E-commerce: is a new concept explains the process of 
selling or buying or exchanging products and services 
through computer networks, including the Internet. 
There are several views, including:

• The world of communications defi nes electronic 
commerce as a means of delivering information, 
services or products via telephone lines or through 
the Internet or through a technical means.

• In business is the process of applying technology 
to make transactions business automatically and 
quickly.

• While the services known as electronic commerce 
as a tool to meet the wishes of companies and con-
sumers and managers in reducing the cost of ser-
vice and raise their piles and accelerate the deliv-
ery of the service.

• In the world of the Internet, he knows of the trade 
that opens the way for the sale and purchase of 
products, services and information via the Internet

We notice that they are borderline and exclusive. There-
fore, electronic commerce falls under electronic business. 
On other side, the electonic business can be character-
ised as follows:-

• E-Business: is an integrated, easy, unifi ed, fl exible, 
and secure way to do business in a unique way by 
unifying and simplifying the systems and proce-
dures that control the core operational work.

• we can say that e-business: is e-commerce in addi-
tion to sharing information and knowledge.

• E-business is a more correct expression of the 
transformation, substitution, or exchange of 
goods, services, information and knowledge 
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through the use of networks and technologies that 
enable organizations to do these tasks easily and 
smoothly.

Competitive advantages linked at the micro level, 
meaning that the company can compete in a product 
or service in the global market, although there is no 
comparative advantage at the sector level within the 
country. Certainly, the multiple advantages of e-com-
merce such as cost reduction and market expansion 
are more effective And innovation for companies that 
use e-commerce, which enables some producers to 
achieve and increase the competitive advantages, and 
the interest in competitive advantages has increased 
signifi cantly, and e-commerce is one of the main 
entrances of any company to increase its size in the 
market and then increase the Competitive advantages.
Where the expansion of electronic commerce leads to 
structural changes in the activity of enterprises, the most 
important of which are:-

• Change strategy of the establishment:-
The increase in the use of e-commerce in the activ-
ity of institutions leads to changes in the model and 
strategy of the institution as well as in its organi-
zational structure, where the so-called e-commerce 
(Cyber   trader) and virtual projects. It is a company 
without a physical presence which does not have 
a headquarters, but operates through the Inter-
net in an electronic space by dealing with vari-
ous companies and consumers through the inter-
national information network. This is refl ected in 
the organizational and organizational organiza-
tion of the company and the management method 
changes. The electronic commerce functions many 
administrative and technical functions, which may 
result in a reduction in the number of employees 
in the company, which necessitates the reorgani-
zation of the administrative and organizational 
structure in the company, Vision and less control, 
and the intellectual effort shifts from routine work 
to innovative work. The company’s e-commerce 
offers the advantage of presence in different mar-
kets without the need to open new branches in 
different countries. It saves the costs signifi cantly. 
This is accompanied by the rapid completion of 
business through e-commerce as a result of the 
integrated integration of the company’s organiza-
tional and management process from planning to 
organization and recruitment, Where e-commerce 
provides information at a tremendous speed and 
on a large scale helps to accomplish the planning 
tasks of the company more effi ciently, and this is 
refl ected in the identifi cation of the objectives of 
the company in the present and future because the 

mechanism of the work of electronic commerce It 
includes advantages that help to choose the best 
alternatives to the company’s economic activity.

• Change in the cost of producing the goods or ser-
vices
One of the most important effects of e-commerce 
is to reduce the costs of the product and the con-
sumer because of the use of electronic in trade. The 
low cost is refl ected in increasing the profi t for the 
product and the low price to the consumer. 

Since the currency used in electronic commerce is plas-
tic cards (electronic money) and that currency in addi-
tion to it facilitates, facilitates and even activates the 
dealing in the market and the availability of time and 
expenditure to the consumer, they are associated with 
the granting of credit to the consumer and then the fail-
ure to know the bank money, , But with the possibility 
of renewal and continuation within the framework of 
the total users, the potential size of credit is large and 
tends to be continuous. This will undoubtedly add to 
the liquidity of the economy and stimulate it, especially 
in times of recession, which may create the incentive, 
if sustained, to increase investment and create positive 
macroeconomic positive effects through double and 
accelerated factors.

The security aspect is one of the most important 
obstacles in the spread of e-commerce as expected. The 
use of the Internet in sales and purchase may result in 
security consequences such as theft of credit card num-
bers, which are the most used means of buying through 
the Internet, or theft of sensitive fi nancial or business 
information during Transfer between different compa-
nies and institutions, and therefore requires the develop-
ment of several security systems based on the transfer of 
information in a safe way to prevent others from view-
ing it during the transfer through the network, and also 
comes not to provide a legal environment and legislative 
e-commerce as a primary necessity for The application of 
these laws and procedures, especially with regard to the 
protection of intellectual property rights and creativity, 
the adoption of electronic signature and the recognition 
of electronic processes as a legal document, the status of 
manual documents. Electronic signature technology also 
plays a prominent role in this fi eld. No electronic com-
merce can be developed without electronic signature .

The weakness of the telecommunications infrastruc-
ture is an important obstacle to the spread of the Inter-
net and the implementation of its applications in the 
best way, but it is necessary to work on spreading and 
providing it to all users in the Kingdom, by reducing 
costs and upgrading the quality of services provided by 
specialized companies, The development of telecommu-
nications infrastructure, the introduction of more fl ex-
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ible legislation and laws, and the provision of greater 
facilities for both providers and users. The awareness 
and culture of dealing with the Internet, and enhancing 
the level of knowledge of its foundations, technologies, 
applications, benefi ts and risks in the largest possible 
segment of citizens is very important in the spread of 
e-commerce applications of all kinds, in addition to 
fi nding qualifi ed human abilities with the appropri-
ate competence and experience to support e-business 
In building a knowledge-based society, as the breadth 
of e-commerce is strongly linked to the existence of a 
society capable of using this technology well and under-
standing its applications.

CONCLUDED COMMENTS

Internet marketing is one of the most important new 
global developments that have imposed itself strongly 
during the last decade of the 20th century and has thus 
become one of the pillars of the new global economic 
order. Online marketing is the key to achieving the 
goals of modern companies and institutions. It includes 
identifying the needs and desires of the market under 
the environment and the tools that the Internet brings 
together in the form of electronic communication tech-
nology. It has been found that the electronic transfor-
mation affects the stage of production and technology 
used, which makes an increase in the competitiveness of 
countries that have the potential to use this technology. 
In addition, e-commerce plays a vital role in the provi-
sion of information, which is refl ected in the knowledge 
of more institutions on the market conditions. It has 
been pointed out that the transformation of electronic 
banking business led to the expansion of the fi nancial 
and cash market and its transmission to the network for 
electronic trading in securities and cash is not Only this 
has extended to goods and services as well.

As well as the knowledge of a large number of insti-
tutions on the market conditions and the development of 
tastes and trends in demand and quality, which entices 
new institutions to enter the production of goods and 
services that increase the demand for them and thus lead 
to increased competitiveness, and may be increased com-
petitiveness from the point of view of production and 
service institutions one of the challenges of expansion 
In electronic commerce. But increased competition at the 
local and international levels leads to the benefi t of con-
sumers who enjoy wider choices and the emergence of 
new goods and services at lower cost and higher quality
E-commerce is a unique and unprecedented way to reach 
all markets in the world at the same time. At the lowest 
cost, vendors help to overcome barriers to distance and 
access to a variety of distant and diverse markets, while 

helping buyers to enjoy the same characteristics at the 
same time, as well as helping to overcome time barriers. 
And dealing with customers 24 hours, and thus is a real 
application of the idea of   globalization to transform the 
world markets into a single market does not adhere to 
the barriers of space and time, and thus provide oppor-
tunities and infi nite possibilities to display goods and 
services in the markets of different countries without the 
limits of space or distance or time and thus Which has 
achieved a high increase in competition, where every 
trader in the economic markets on the network trying 
to access the highest possible quality and display at the 
lowest cost, ultimately benefi ting the consumer of this 
increase in competition. The application of Arab elec-
tronic commerce and its use and enhance its role and 
work to increase its growth and development needs con-
certed efforts at the local and Arab levels, with the need 
to fi nd a sophisticated infrastructure for communication 
and good systems for the fi ght with the establishment 
of an appropriate legal and legislative environment to 
provide protection and culture to its customers.

We fi nally concluded that E-commerce is one of 
the most important modern features in the knowledge 
economy and the main engine for it, and is the fastest 
growing sector in the global economy and has become 
a reality in the current environment and is expected to 
increase soon due to its effective impact on the business 
environment. E-commerce uses different patterns in its 
work, such as communication and exchange between 
companies (b2b) and the pattern of communication and 
exchange between the company and customers (b2c) 
that the global class of e-commerce has abolished the 
limits and restrictions to enter the commercial markets, 
some of which turn the world into a market open to the 
consumer regardless of location Geographical seller or 
buyer.
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ABSTRACT

The concept of the data stream has emerged as a result of the evolution of technologies in various fi elds for instance: 
banking, electronic commerce, social media, and many others. It represents the sequence of data examples that are gen-
erated at a very high speed which can be hard to be stored in memory. Thus, it became hard to extract valuable infor-
mation from the continuous data stream using traditional data mining. Data Stream Mining DSM algorithms should 
fulfi l some requirements such as limited memory, concept drift detection, and one scan processing. Concept Drift must 
be tracked to avoid poor performance and inaccurate results of predictive models. It refers to the changing in the data 
stream distributions due to several reasons including the changes in the environment, individual preferences, or adver-
sary activities. In this paper, we will analyze the classifi cation algorithms handling concept drift for DSM. Also, popular 
concept drift datasets, data stream tools, and evaluation measures will be presented.
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INTRODUCTION

Nowadays, millions of people around the world share 
data anywhere and anytime. The emerging technologies 
in telecommunications, entertainments industry, social 
media sites, banking services, and other applications 
have led to the massive growth of generated data stream. 
The data stream can be referred to the sequence of data 
examples that produced at a very high rate and arrive 
continuously at a potentially infi nite stream. According 

to the “10 Key Marketing Trends For 2017” report,” 90% 
of the data in the world has been produced in the last 
two years only, 2.5 quintillion bytes each day (Web-1). 
As a result, the massive amount of data cannot be stored 
for farther processing and mining. So, the data stream 
mining concept has emerged to extract the knowledge 
from the data stream and provide real-time processing. 
However, it has some constraints that must cope with 
such as and concept drift, limited memory, and one scan 
of the data. Concept Drift is referring to the changes 
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in data concepts over time. This may result in wrong 
predictions and inaccurate results. In non-stationary 
environments, learning a model from unstable data can 
result in inaccurate results and predictions. The underly-
ing data distribution may change, so the model will not 
be consistent with the new data anymore. For exam-
ple, predicting a customer’s behavior toward shopping, 
where her/his preferences have been changed. Thus, this 
will produce wrong results based on old data. So, con-
cept drift must be handled and tracked using detecting 
methods that can cope with the data stream.

Data stream mining with concept drift handling were 
highly studied last decade. There are many surveys stud-
ies have literature the data stream mining from different 
perspectives. The authors in (Gama et al., 2014) have 
surveyed the state-of-the-art adaptive learning algo-
rithms with concept drift detection. They have addressed 
the concept drift through various applications and high-
lighted several evaluation techniques. In (Khamassi 
et al., 2016) the authors have presented general criteria 
to help researchers in designing their concept drift han-
dling methods. They have categorized the existing c on-
cept drift algorithms according to these criteria. Also, 14 
drift detectors have been evaluated in (Barros and San-
tos, 2018) using six artifi cial datasets and compared in 
term of accuracy and detection. The authors have used 
Naive Bayes (NB) and Hoeffding Tree classifi ers to test 
the drift detectors.

In this study, we will present the data stream min-
ing components. We will address the problem of con-
cept drift in classifi cation algorithms and highlight the 
exciting state of art handling methods. Besides, the most 
used datasets, tools, and evaluation methods will be pre-
sented. This rest of this research is organized as follows. 
In Section 2 we will discuss the concept of data stream 
mining. In Section 3, DSM components will be presented. 
The most used dataset and evaluation methods in data 
stream mining studies will be presented in Section 4 and 
Section 5 respectively. Section 6, will present DSM tools 
and conclude the study in Section 7.

DATA STREAM MINING

Learning a model is considered as an essential step in 
data mining and machine learning (Mittal and Kashyap, 
2016). Previously, it was done in static environments 
where the whole datasets are available, stored and can 
be accessed many times. On the contrary, learning from 
massive datasets in non-stationary environments which 
has become a challenging area. The huge generation of 
continuous data in everyday applications has emerged 
the concept of data stream.

The data stream is a sequence of potentially non-
stop data instances that can be read and processed only 

once. As technologies evolving, traditional data min-
ing has become hard to deal with the stream of data 
on the Internet of Things IoT, web searches, banking 
transactions and many more (Gaber, 2011). Thus, the 
data stream mining has become an attractive research 
area. Data stream mining refers to the process of fi nding 
knowledge and valuable pattern in continuous, poten-
tially infi nite, and high-volume data streams. It plays 
an essential role in predictive modeling and decision-
making. Data stream mining has serval challenges that 
must be overcome including the following:

• Resource constraints: the data stream is potentially 
infi nite, huge and comes in high speed, so it is 
hard to be stored in a memory. Also, the process-
ing time must be as shorter as possible (Kantardzic, 
2011).

• One scan: data stream cannot be accessed ran-
domly or many times (Kantardzic, 2011).

• Data preprocessing: Since data is continuously 
arriving, it is not feasible to use manual data 
preprocessing methods. it should be fully auto-
mated and automatically updated as data evolving 
(Krempl et al., 2014).

• Privacy and confi dentiality: the data stream is 
infi nite and comes in portions, so the information 
will not be incomplete. In this case, it is hard to 
judge the privacy of a model that has a data stream 
as input (Krempl et al., 2014).

• Concept drift: data instance may change over time.

DATA STREAM MINING COMPONENTS

The massive data stream can be generated from social 
media applications such as Twitter, Facebook, Pinter-
est (Mohanty et al., 2015). Also, the health, economic, 
fi nancial industry, and many others. The process of the 
data stream mining involves several components as 
shown in Figure 1 including the streaming data as input, 
estimator, data mining algorithm, drift detection and the 
extracted knowledge as output.

Input

The data stream can be generated from different sources 
such as web searches, social media posts, real-time sur-
veillance systems, banking activities, and other non-
stationary environments.

Estimators

Estimation is a critical step that prepares the data stream 
to the knowledge extraction process. Data stream exam-
ples must be processed in real time due to its high speed. 
Also, it cannot all be stored in a memory. So, Estimation 
methods are needed to select a subset of the arriving 
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Figure 1. The Main Components of Data Stream Mining

Table 1. Estimation Method (Žliobaite et al., 2016).

Estimation Methods Method type Description Key points
Sampling Data-based method An old statistical method that concerned 

with the probability processing a data item 
or not

The main obstacle with sampling is 
that it is not possible to determine 
the size of the dataset

Load shedding Data-based method The process of dropping a series of 
examples in the streaming data

It is not easy to be implemented in 
the data stream algorithms because 
the dropped data might be used in 
structuring the models

Sketching Data-based method The method of sampling the stream 
vertically

The main disadvantage of sketching 
is that of accuracy

Synopsis data 
structures

Data-based method The method of converting the summary of 
the streaming data into data structures and 
use it for analysis purposes

The main synopsis data structures 
are frequency moments, wavelet 
analysis, quantiles, and histograms

Aggregation Data-based method The process of summarizing the data 
stream using computing and statistical 
measures

It is not recommended to be used 
with distributions that have high 
fl uctuating data

Approximation Task-based method The process of designing stream mining 
algorithms for computationally hard 
problems

It considered a good solution for 
data stream mining problems

Sliding window Task-based method The process of analyzing recent data 
streams and summarizing the old versions.

It emphasizes recent data and easily 
understood

Algorithm output 
granularity

Task-based method The process of mining the data stream, 
adapting resources and merging the 
extracted knowledge when memory is full

It performs well with very high 
fl uctuating data distribution

data stream. It can be categorized into data-based and 
task-based techniques as shown in Table 1.

Data Stream Classifi cation and Concept Drift

Data Stream Classifi cation

Classifi cation is a supervised machine learning algo-
rithm. It uses the past data (training set) to build a model 
and then (2) use it to predict class labels (testing set) (Han 
et al., 2012). Classifi cation algorithms in non-stationary 
environments must fulfi ll the data stream requirements 
regarding the processing time, limited memory and one-
time scan. In the dynamic environment, some instances 
in streaming data may change over time because of 

the high velocity and limited memory, and this called 
concept drift. It is the changes in data distribution of 
the output given the input, while the distribution of 
the input may stay unchanged (Gama et al., 2014). For 
example, predicting a customer’s behavior toward shop-
ping, where her/his preferences have been changed. 
Thus, this will produce wrong results based on old 
data.

Concept Drift

Concept drift occurs between two points of time t0 and 
t1 when the joint distribution of x(independent variable) 
and y( target variable) at time t0 is not equal to the joint 
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distribution of (x,y) in t1 (Gama et al., 2014). It can be 
represented as:

                           pt0(X, y) ≠ pt1(X, y).                                        (1)

Concept drifts may occur if there is a change in: (1) the 
prior probabilities of classes p(y), (2) the class-condi-
tional probability distributions p(X,y), or (3) the poste-
rior probabilities p(y|X).

Con cept drift in the data stream may happen due to 
different reasons such as the changes in environment, 
individual preferences, or adversary activities (Zˇliobaite 
et al., 2016). It may happen in different forms as shown 
in Figure 3: (1) sudden drift: when a concept changes 
to another abruptly, (2) incremental drift: when there 
are many intermediate concepts in between, (3) gradual 
drift: when the concepts emerge in un suddenly way 
over time, and (4) reoccurring drift: when old concepts 
reappear after some time.

Data stream classifi cation algorithms can be catego-
rized into single classifi ers and ensembles algorithms. 
Regarding concept drift adaptation, some algorithms 
update their classifi ers continuously in the occurrence 
of drift or not. Others algorithms trigger changes in the 
classifi er whenever a drift is detected (Gama et al., 2014).

Data Stream Classifi cation Algorithms with concept drift

Data stream classifi cation algorithms with concept drift 
can be classifi ed into single classifi er algorithms and 
ensemble algorithms.

Single classifi er

Some single classifi er algorithms observe and detect the 
drift in the data distribution by using statistical methods 
and keep track of the base classifi er performance (Mittal 
and Kashyap, 2016). In case of discovering drift, it will 
alarm the base classifi er to update it or rebuilt it such as:

• The authors in (Gama et al., 2004) have designed 
the Drift Detection Method (DDM) that monitors 
the classifi er error-rate. If the error rate reaches the 
warning and drift level, then we can observe that a 
data distribution has been changed.

• DDM detector has been modifi ed into an improved 
version named Early Drift Detection Method (EDDM) 
in (Baena-Garcıa et al., 2006). EDDM used to detect 
gradual drift that emerge slowly by considering the 
distances between the classifi cation errors.

• Reactive Drift Detection Method (RDDM) is another 
modifi ed version of DDM (Barros et al., 2017). The 
proposed Algorithm has overcome the problem of 
performance loss of DDM by discarding the older 
examples. It periodically recalculates the DMM cal-
culations that determine the alarm and drift lev-
els. Also, the drift occurs whenever the number of 
examples in the alarm level reached the threshold.

Other algorithms detect concept drift using windowing 
techniques by comparing the distributions the windows 
such as:

• ADWIN (Bifet and Gavald, 2007) detects the differ-
ent types of changes using sliding windows with 
the most recent examples. Concept drift can be 
observed if the means between two sub-windows 
is greater than the threshold. As the window grows, 
the processing time becomes longer. Thus, authors 
have proposed a developed version called ADWEN2 
to satisfy the memory and time requirements.

• Concept adapting very fast decision tree is another 
algorithms that use single classifi er (Hulten et al., 
2001). It extended the VFDT algorithm with the 
ability to detect the concept drift. Also, employs 
sliding window to keep the classifi er updated with 
the recent instances.

• Autho rs in (Du et al., 2014) have proposed a win-
dow-based algorithm called ADDM where the size 
of the window is dynamically determined. It detects 
the concept drift by keeping track the entropy of 
the window. It reports a concept drift when the 
entropy is equal one. ADDM has been evaluated 
using seven datasets containing different types 
of concept drift. It showed good performance in 
detecting drift comparing to other methods. Also, 
it obtained high accuracy.

• The authors in (Liu et al., 2017) have proposed a 
fuzzy windowing method to adapt concept drift, 
named FW-DA. The proposed algorithm reports a 
drift when there is a signifi cant difference between 
the test statistics of the current window and the 
old window.

• The authors in (Nishida and Yamauchi, 2007) have 
proposed STEPD algorithm that considers the accu-
racy of two windows recent and old. Drift is dis-
covered if there is a signifi cant difference between 
the two windows which calculated through a sta-
tistical test.

• The authors in (Pesaranghader and Viktor, 2016) 
have proposed Fast Hoeffding Drift Detection 
Method (FHDDM). The proposed method monitors 
the probabilities of correct predictions over the 
sliding window. It compares the maximum and the 
most recent probabilities and observes the change 
if the differences between these probabilities equal 
or exceed the threshold.

Ensemble Classifi ers

In this approach, the algorithms use a set of classifi ers 
where each classifi er is assigned a weight and adapt-
ing to the changes by updating its components and its 
associated weights (Mittal and Kashyap, 2016) such as:
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• DWM (Kolter and Maloof, 2003) maintains a set of 
experts, each of them assigned to a weight. When 
an instance arrives, it passed to an expert and then 
returned with a local prediction. DWM determine 
the global prediction using the local predictions 
and expert weights.

• The AUE2 algorithm (Brzezinski and Stefanowski, 
2014) is another method that partition the data 
stream into chunks, and each chunk contains a set 
of examples. For every arriving chunk, a classifi er 
associated with a weight will be created.

• Each classifi er performance is evaluated by calcu-
lating the error rate on data chunk to determine 
the worst performing classifi ers.

• In addition, two classifi ers can be ensembled to 
form a detection system to detect both sudden 
and gradual drift (Jadhav and Deshpande, 2017). 
It composed of two classifi ers online classifi er and 
block-based classifi er. Whenever data instance 
arrives, the online classifi er updates itself, so any 
occurrence of sudden changes can be detected. 
While, block-based classifi er work on blocks of 
data instances, which can observe the gradual 
changes. The classifi ers error rate will be calculated 
to detect the changes. The drift can be observed if 
the value of the error rate is the same for the next 
blocks of the data stream.

• Double-Window-based Classifi cation Algorithm 
DWCDS is another window-based method used to 
detect changes in data stream (Zhu et al., 2010). 
It detects the concept drift by checking the data 
distributions periodically. The proposed algorithm 
starts with generating decision trees using the data 
in the sliding window.  If a concept drift is observed, 
then the model of DWCDS will be updated.

• Moreover, the authors in (Bach and Maloof, 2008) 
have proposed paired learner (PL) algorithm that 
ensemble two classifi er; stable and reactive. The 
stable classifi er used to predict based on its over-
all experience, while the reactive classifi er predicts 
based on the recent window. Pl observes the dis-
tributional changes by comparing the performance 
of these two classifi ers.

All the mentioned algorithms are summarized in 
Table 2.

Output

This component represents the knowledge and valuable 
pattern extracted from the data stream.

DATASETS

Several well-known datasets have been used to evalu-
ate the effectiveness of the classifi cation algorithms in 

detecting Concept Drift. Datasets can be real or artifi cial 
where contains one type of drift or various types. Table 
3 shows the most used dataset in data stream mining 
studies with the presence of Concept Drift.

EVALUATION MEASURES

The following list presents the well-known evaluation 
measure for classifi cation data stream algorithms:

• Accuracy score: It is calculated by dividing the 
number of correct predictions by the total classi-
fi er’s predictions (Han et al., 2012).

• Recall: It refers to as the true positive rate (Han et 
al., 2012).

• CPU Time: It measures the total runtime of the 
CPU in training and testing the classifi er (Dhaliwal 
and Bhatia, 2017).

• Memory: It measures the total memory consumed 
to run the classifi er and store the running statistics 
(Dhaliwal and Bhatia, 2017).

• Kappa Statistic: It measures the homogeneity 
among the classifi ers (Dhaliwal and Bhatia, 2017).

The concept drift detection can be assessed through dif-
ferent measures such as:

• The probability of true change detection: It meas-
ures the algorithms ability to discover drifts when 
they occur (Gama et al., 2014).

• Delay time of detection: It measures the time would 
be passed before the change is detected (Gama 
et al., 2014).

DATA STREAM MINING TOOLS

The most popular tools used in data stream environment 
are listed below:

• Weka: it provides a set of data mining and machine 
learning algorithms. These algorithms can be 
implemented directly on datasets through Weka 
GUI or Import Weka Java library (Web-1).

• MOA: is a project developed in University of Wai-
kato, New Zealand. It provides an environment 
to deal with data stream, run experiments, and 
implement data stream mining algorithms (Bifet et 
al., 2010).

• SAMOA: Scalable Advanced Massive Online 
Analysis is an open source tool provides the well-
known data stream and machine learning algo-
rithms (Morales and Bifet, 2015).

• Apache Storm: an open source platform for pro-
cessing infi nite streams of data. It is scalable and 
fast which make it suitable to produce immediate 
analytics, and perform online machine learning 
(Web-6).
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Table 2. Classifi cation Algorithms with Concept Drift.

Algorithm Classifi er Type Estimator Dataset Key points

1
FHDDM 
(Pesaranghade r and 
Viktor, 2016)

Naive Bayes 
(NV) and 
Hoeffding Tree

Single 
classifi er

Slide window
Sine1, Mixed, Circles, Airlines, 
Poker Hand, and
Electricity

The detection delay is shorter 
than other detectors

2
EDDM (Baena-Garcıa 
et al., 2006)

Decision 
tree and 
two nearest- 
neighbourho 
od learning 
algorithm

Single 
classifi er

Window
4 Artifi cial Datasets (SINE1, 
CIRCLES, GAUSS, MIXED and 
SINE1G) and 1 real dataset

It can detect slow gradual 
drift and deal
with noisy datasets

3
DDM (Gama et al., 
2004)

Neural network,
decision tree 
and
perceptron

Single 
classifi er

Window
8 Artifi cial Datasets and 1 real 
dataset

It detects sudden
changes and gradual changes
(changes that do not emerge 
very slowly)

4
DWM (Kolter and 
Maloof, 2003)

Incremental 
Tree Inducer 
(ITI) and NV

Ensemble 
classifi ers

Not available Stagger and Sea
According to the
performance changes, the 
classifi ers are added

5
PL (Bach and 
Maloof, 2008)

Naive Bayes
Ensemble 
classifi ers

Slide window

Malware detection dataset, 
meeting scheduling dataset, 
electricity prediction dataset, 
and two synthesis dataset 
including Stagger and Sea

The number of the trained 
learners used are less than 
other ensemble methods

6
DWCDS (Zhu et al., 
2010)

Random 
Decision Trees

Ensemble 
classifi ers

Slide window
SEA, HyperPlane, KDDCup99, 
Yahoo shopping data and LED

It detects drift better then 
single window-based 
algorithms.

7
AUE2 (Brzezinski 
and Stefanowski, 
2014).

Hoeffding Tree

Data
stream is
Ensemble
classifi ers

partitioned into 
chunks

Synthetic datasets generated 
by the MOA tool and 4-real 
datasets (Elec, Poker, Airline, 
and COV)

It consumes less memory 
comparing to other ensemble 
approaches. It detects 
different types of
drift including sudden, 
gradual, recurring.

8
ADWIN (Bifet and 
Gavald, 2007).

Naïve Bayes
Single 
classifi er

Slide window
Electricity Market dataset and 
synthetic dataset

ADWIN works only for one-
dimensional data

9

Ensemble 
classifi cation 
system (Jadhav and 
Deshpande, 2017).

J48, Naive 
Bayes, and 
Random Forest

Ensemble 
classifi ers

Data stream is 
partitioned into 
fi xed blocks

Census income and Spam email 
datasets

It detects both sudden and 
gradual drift. It handles 
missing values

10
CVFDT
(Hulten et al., 2001)

Hoeffding Tree
Single 
classifi er

Slide window hyperplane and web data
CVFDT can keep its model up-
to date with streaming data 
that contains concept  drift

11
ADDM (Du et al., 
2014)

IB1, j48, NNge, 
and SVM

Single 
classifi er

Slide window

Five artifi cial datasets  (Gauss, 
Mixed, Stagger, Sine1, and 
Sine1g) (Elist
and Elec2).

ADDM used Hoeffding bound 
to determine the sliding 
window. In the
evaluation, ADDM has
lost upon one out of seven 
datasets

12
STEPD (Nishida and 
Yamauchi, 2007).

IB1 classifi er 
and Naive Bayes

Single 
classifi er

Slide window
Five artifi cial datasets 
(STAGGER, GAUSS, MIXED2, 
CIRCLES, and HYPERP)

It can discover sudden 
and gradual drift with the 
presence of noise

13
FW-DA (Liu et al., 
2017).

DDM and ECDD
Single 
classifi er

Slide window SEA, Elec, Airline,  and Spam

FW_DA performed well 
in detecting and adapting 
concept drift

14
 RDDM (Barros et al., 
2017)

Naive Bayes
Single 
classifi er

Window
Agrawal, Mixed, Sin, Led, 
Airlines, pokerhand, and
Electricity

RDDM has the higher 
accuracy among the others 
methods in detecting
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Table 3. Datasets for DSM with Concept Drift.

Dataset Name Type #instants #Attribute Key points

1 Census Income (web-2) Real 48842 14 •   It has different independent variables including name, 
marital status, education, occupation, and many others. 
These variables are used to predict the person's income 
which represents the dependent variable.

•   it includes only gradual drifts.

2 Sine1 (Gama et al., 
2004)

Artifi cial - 2 •  It involves sudden concept drift
•   it has two features x and y, each feature distributed in 

zero and one.
•   It uses [ y = sin(x)] to draw the curve. The data is labeled 

to positive and negative according to its position to the 
curve.

3 Elec 2 (Gama et al., 
2004)

Real 45,312 8 •   It consists of fi ve features used to predict target variable 
whether it’s up or down.

•   It is collected from the Australian Electricity Market of 
Australia at 30-minute intervals from 1996 to 1998.

4 Airline (Web-3) Real 539,3837 •  It includes the fl ight information such as the departure 
date, time of fl ight, destination, distance, and many others.

• It used to predict if a given fl ight will delay.

5 Cover type (Web-4) Real 581, 012 54 •   It includes information of four wilderness areas in 
Colorado including Elevation, Aspect, Slope, Soil Type, 
and others variables.

•  it used to predict the forest cover type.

6 Stagger Generator
(Du et al., 2014)

Artifi cial 240 3 • The three features are shape, size, and color.
• it contains sudden drift.

7 Sine 2 (Gama et al., 
2004)

Artifi cial - 2 •  It involves two features x and y, each feature distributed in 
zero and one.  

•  It uses [ y < 0.5 + 0.3 sin(3πx)] to draw the curve. The data 
is labeled to positive and negative according to its position 
to the curve. 

8 SEA Generator (Street 
and Kim, 2001)

Artifi cial - 3 •  It is used to generate data stream containing sudden drift.

9 LED Generator 
(Brzezinski and 
Stefanowski, 2014)

Artifi cial - 24 •  The 24 attributes used to predict the seven-digit showed 
over the LED display.

10 Mixed (Gama et al., 
2004)

Artifi cial - 4 • It contains sudden concept drift.
•  The example is labeled as positive if two of the three 

conditions are fulfi lled: v, w, y < 0.5  0.3 sin(3πx). If not, it 
will be negative.

CONCLUSION

Concept Drift is one of the main challenges of DSM. It 
must be detected and handled to avoid inaccurate results 
of learning models. In this research, we have discussed 
the concept of the data stream. The DSM components 
including the input/output, estimation methods, and clas-
sifi cation algorithms with concept drift have been pre-
sented. Also, we have highlighted the most used DSM 
tools, datasets, and evaluations measures in data stream 
experiments.
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INTRODUCTION 

Arabic language based on four major arts:

Art of speech, listening, reading and writing. These 
arts cannot be separated from each other in any way 
as each one highly affects the other. Besides, there is 
a fi rm integration between these four arts, so speak-
ing doesn’t come without listening, writing cannot be 
without reading, reading can’t be without listening, nor 
speaking without listening. These four arts are related to 
each other with an integral and interactive system. Ara-
bic handwriting is an original art by which the Islamic 
cultural inheritance and history has been written and 
kept. It has been evolved as a way of communication, 
and moving thoughts. It became more artistic and full 
of fi gures of speeches which refl ect Islamic Arab culture 
and identity.

Based on that, art of writing (handwriting skill) 
is an important science and art in the same time, as 
the learner starts to learn reading and writing at fi rst, 
then other skills. The importance of Arabic handwrit-
ing expressed as an effective instrument for teaching 
in general and teaching Arabic language in particular. 
However, handwriting is also considered one of the most 
major skills in teaching Arabic language and an instru-
ment for students in all school subjects and works that 
require writing.

The researcher believes that we shall take into our 
consideration the specialized teacher of Arabic language 
and who have a clear handwriting, which may be able 
to solve this problem with this new method. As a spe-
cialized teacher, he takes upon his shoulders clarifying 
at least Naskh script in an applicable and simple way 
by using the handwriting book and guiding students to 
improve and decorate handwriting.

Literature Review

- Study No. [1] was aimed at:

*Identifying the infl uence of using writing processes 
of fi rst primary year students’ handwritings and their 
attitudes towards hand writing. The study sample con-
sisted of (21) students with various levels of handwrit-
ing, as it included students with high, medium and low 
level. However, students have been tested for identifying 
their writing level. They also had interviews to ask why 
they write? After that, they were trained in full school 
year for writing by using writing processes introduc-
tion. Moreover, they have been tested and fi ndings have 
shown the effi ciency of writing processes in improv-
ing writing skills and spelling for study respondents, 
in addition to increasing their desire towards writing 
positively.

- Study No. [2] was aimed at:

*Identifying the effi ciency of teaching Arabic handwrit-
ing curriculum (105 Arab) in developing thehandwrit-
ingperformance for students of Teacher Training College 
in Mecca.

The Researcher used the performance test for rec-
ognizing the effi ciency of teaching Arabic handwrit-
ing curriculum (105 Arab). Researcher has also chosen 
the study sample including (130) students from Teacher 
Training College in Mecca, who registered in Arabic 
handwriting methodology (105 Arab) in both branches: 
literary and science.

Signifi cant study fi ndings: The experimental change 
proved its effi ciency in improving and developing the 
Arabic handwriting skills for science-branch students 
more than the literary one.

- Study No. [3] was aimed at:

*Recognizing the effi ciency of developing handwrit-
ing skills program;* Identifying students’ attention and 
their behaviors at school hall.Study sample consisted 
of (13) children who have been chosen randomly from 
Australian civilized students and have been divided 
into two groups: experimental and control. The test has 
been applied after and before as an instrument of the 
study.

Signifi cant study fi ndings: improving the performance 
in the experimental group compared to the control group 
of developing handwriting skills, students’ attention and 
their behaviors in school hall.

- Study No. [4] was aimed at: 

Surveying opinions of primary school teachers about 
their educational practices in the classroom. Most of the 
participating teachers (72%) took an eclectic approach 
to writing instruction, combining elements from the 2 
most common methods for teaching writing: process 
writing and skills instruction. A random sample of pri-
mary grade teachers (N = 178; 97% female) from across 
the United States was surveyed about their classroom 
instructional practices in writing. 

Signifi cant study fi ndings: Although 90% of the teach-
ers reported using most of the writing instructional 
practices that were included in the survey, there was 
considerable variability between teachers in how often 
they used specifi c practices. 

The time, which students spend at school is insuf-
fi cient for learning writing in this stage; Provide bet-
ter balance between time spent writing, learning writing 
strategies, and teaching writing skills; 

Place more emphasis on fostering students’ motiva-
tion for writing; 
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Develop stronger connections for writing between 
home and school; make computers a more integral part 
of the writing program; and Improve professional devel-
opment for writing instruction in teacher education pro-
grams.

- Study No. [5] was aimed at:

*Identifying effi ciency of the proposed program for 
developing Arabic handwriting skills and methods and 
its relation to grasping the written scripts by six primary 
school students.

Study sample consisted of (157) students, (79) male 
student and (78) female student.

Signifi cant Findings of the Study: 

* Identifying the most important skills and methods of 
Arabic handwriting for six primary school students; 

* Recognizing the reality of Arabic handwriting skills 
for male and female students; and 

* There are no statistically signifi cant differences 
between the performance of male and female students 
in Arabic handwriting skills and methods, and grasping 
the written script.

- Study No. [6] was aimed at:

*Identifying the position of Arabic handwriting in 
Islamic civilization. However, the problem lied in the 
special position of Arabic handwriting in Muslim life; 
was it a coincidental, relating to Islamic religion or there 
is different reason? To achieve that, we used the historic 
and analytical descriptive method using primary and 
secondary observation and internet.

Signifi cant study fi ndings: Arabic handwriting has 
been at the forefront in Islamic civilized arts and became 
sacred due to its relation to the Holy Quran and harmo-
nizing with Islamic civilization features.

Study Problem

The researcher found that there are students, who don’t 
write properly according to the rules of handwriting 
subject. He found that through his work as a teacher for 
third primary year at Zuhair Kenya primary school in 

Bisha governorate and through observing the handwrit-
ing of second primary year students. The handwriting 
subject along with all arts were combined in one subject, 
as students in this age needs to be taught the correct 
handwriting rules. This study tries to answer the follow-
ing question:

“What is the infl uence of using Arabic handwriting 
books in improving handwriting of third primary year 
students in the Zuhair Kenya primary school in Bisha 
governorate?” in addition to verifying the validity of 
hypotheses as follows:

There are statistically signifi cant differences at (0.05) 
level between the average degrees of experimental and 
control groups in the post measurement students” hand-
writing”.

Study Methodology

According to the nature of this study, the researcher used 
the quasi-experimental methodology for identifying the 
infl uence of using Arabic handwriting book in improv-
ing handwriting of third primary year students in Bisha 
governorate. Study community consists of (1165) of all 
third primary year students, second semester in Bisha 
governorate in 1437-1438 H. By using random choos-
ing, the Zuhair Kenya primary school has been selected.

Study sample consists of two groups; the fi rst group is 
experimental which is taught by using an Arabic hand-
writing book of (30) students, and the second group is 
control which is taught by using the normal way of (30) 
students. Therefore, the total amount of study sample is 
(60) students. Study sample includes (20) students from 
the Zuhair Kenya primary school as a survey sample 
for verifying the accuracy and credibility of the study 
instrument. The study includes two instruments; attain-
ment test of students’ handwriting and Arabic handwrit-
ing book for improving student handwriting. Finally, 
researcher makes sure of the validity and credibility of 
the measurement instrument. 

Numerical Findings

The study aims to answer the study question; “What 
is the infl uence of using Arabic handwriting books in 

Table 1. Shows that

Variable
Control Group 
N = 20

Experimental 
Group N = 20 (T) Values

Signifi cance 
Level 

M A M A
Test of students 
handwriting

21.27 4.13 21.30 4.29 -0.019 0.98

* There is no statistical signifi cance differences at (0.05) level between the average degrees of 
experimental and control groups of pre measurement of students’ handwriting before using the proposed 
Arabic handwriting book, which indicates that there is an equivalence between both research groups (both 
experimental and control groups) before applying the proposed Arabic handwriting book.
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improving handwriting of third primary year students 
in the Zuhair Kenya primary school in Bisha gover-
norate?” it also aims to test the initial hypothesis of; 
“There are statistically signifi cant differences at (0.05) 
level between the average degrees of experimental and 
control groups in the post measurement students”.

T.test has been applied to the independent samples for 
calculating arithmetic means and Standard deviations of 
the test related to ranking students’ handwriting. Then, 
T.test values and its statistical signifi cances between the 
average degrees of research groups in their pre applica-
ble for the test. Data has been processed through statis-
tic programs packages called (SPSS). The related results 
were as follows:

Table No. (1), shows T.test values and statistical sig-
nifi cances levels of the two groups individuals (experi-
mental and control groups) of the test of students hand-
writing before applying Arabic language book.

Figure No. (1) Shows the difference between the 
average degrees of students of both experimental and 
control groups regarding testing students’ handwrit-
ings before using proposed Arabic handwriting book 
program.

(T) Values and its statistical signifi cances were cal-
culated between the average degrees of the two study 
groups in the post application of the test.

Signifi cant study fi ndings are as follows:

Table No. (2); (T) values and statistical signifi cances lev-
els of group individuals (both experimental and control) 
of the test regarding students’ handwriting before apply-
ing the Arabic language book.

In light of these results concluded by the researcher, 
the following study hypothesis must be accepted: 

“There is a statistical signifi cance differences at (0.05) 
level between the averages degrees of the experimental 

Figure 1. The difference between the average degrees of students from (both 
experimental and control groups) of testing students’ handwriting before apply-
ing proposed Arabic handwriting book.

Table 2. Shows that

Variable
Control Group 
N = 20

Experimental 
Group N = 20 (T) Values

Signifi cance 
Level 

M A M A

Test of students 
handwriting

22.95 4.07 26.90 2.32 -3.76 0.01

* There are statistical signifi cance differences between the averages of experimental and control 
groups of the test related to students’ handwritings. These differences attributed to the favor of the 
experimental group. (T) Value of test reached (-3.76), according to its statistical signifi cances value at 
(0.01).
* This means that students of experimental group who studied Arabic handwriting program were 
better than students of control group, who studied according to the normal way.
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Figure 2. The difference between the average degrees of (both the experi-
mental and control groups) of the test related to students’ handwritings after 
applying the Arabic handwriting book program.

Table 3. the gain percentage of the representational activity and the modifi ed gain 
percentage progress and practical signifi cance () and (2) for individual of experimental 
group in the pre and post measurement, of the test of students handwritings.

Changing

Experimental group

T
Signifi cance 
Level

 2Pre Post 

M A M A
Test of students 
handwriting

21.30 4.29 26.90 2.32 -12.03 0 0.94 0.88

and control groups in the post measurement of students’ 
handwriting”.

Figure No. (2) shows The difference between the 
average degrees of (both the experimental and control 
groups) of the test related to students’ handwritings after 
applying the Arabic handwriting book program.

Practical signifi cance () could be noticed from the 

following equation: 

2 =
T2

T2 + FD

Table No. (3) shows the gain percentage of the repre-
sentational activity and the modifi ed gain percentage 
progress and practical signifi cance () and (2) for indi-
vidual of experimental group in the pre and post meas-
urement, of the test of students handwritings.

After analyzing table No. (3) results, we concluded:

1- (2) value is 0.88, which means that, the total vari-
ance percentage of sample individuals degrees, which 
are attributed to the infl uence of Arabic handwriting 

book is 88%. This is a very large amount of variance 
explained by Arabic handwriting book.
2- Practical signifi cance value () is 0.94, which means 
that, Arabic handwriting book highly affected students’ 
handwriting with a percentage of 94%. All these percent-
ages refer to the clear infl uence of Arabic handwriting 
book.

Researcher explains how Arabic handwriting book 
has an infl uence on students’ handwriting, as this book 
is based on assigning the students to write from three 
lines to six lines maximum. The skill is based on (30) 
degree divided into three themes as follows:

Writing on the central line, appropriate height of the 
character and enough spaces between characters and 
words with 10 degrees for each one of them. This way 
improved handwriting according to a strategy based on 
understanding how to improve handwriting.

Findings, Recommendations and Suggestions Summary

The study concluded that there are statistical signifi cance 
differences between average degrees of experimental 
and control groups of the test of students’ handwriting. 
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These differences attributed to the favor of the experi-
mental group, while (T) value of test reached (-3.76), 
which is a statistical signifi cance value at (0.01).

*This means that students of experimental group who 
studied Arabic handwriting program were better than 
students of control group, who studied according to the 
normal way.

In light of these results concluded by the researcher, 
the following study hypothesis must be accepted: 

“There is a statistical signifi cance differences at (0.05) 
level between the averages degrees of the experimental 
and control groups in the post measurement of students’ 
handwriting”.

The study recommends, upon its fi ndings, to raise 
awareness of those responsible persons for the educational 
process to consider using the Arabic handwriting book in 
improving handwriting skills. The study also recommends 
including events and procedures in using Arabic hand-
writing book with variant levels and training teacher on 
using development strategy of Arabic handwriting skills.
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ABSTRACT

The study aims to provide a proposed general framework to apply knowledge management to student guidance in 
general education in the Kingdom of Saudi Arabia at the long term. Based on studying the theoretical literature of the 
study subject, examining submitted knowledge management models in general and in the education fi eld in particular, 
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Takeuchi) model. The researchers also developed their model based on viewing different models and fi ndings concluded 
in literature reviews and the studies conducted by them in addition to the recommendations of (focus group) which was 
conducted in the Kingdom of Saudi Arabia. The researchers conducted their study based on the content analysis method 
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INTRODUCTION 

The educational fi eld, as many different professional 
fi elds, may suffer from waste and continuous loss of 
knowledge due to many reasons whether professional 
ones such as; retirement or resignation, or natural ones 
such as; diseases or death. Such reasons may negatively 
affect the educational and professional work with the 
continuous loss of knowledge and educational expertise 
without benefi ting from it and transmitting the same to 
the following generations of the profession of education. 

By considering the student guidance profession, as 
one of the most important educational professions, 
and its knowledge and professional expertise, we real-
ize that it is subject to loss of knowledge and expertise 
resulting from the above stated reasons like many other 
educational fi elds. This case requires hard working to 
stop these losses and fi nd out means to benefi t from 
the available knowledge and invest the experience of 
the continuous professional development in the fi eld of 
student guidance. 

Therefore, knowledge management and its processes 
and applications can be regarded as an important way 
and effective means to perfectly invest in knowledge, 
experiments and guiding experiences. Then, knowledge 
management may be transferred, published, organized 
and stored in order to make the best use of it. 

In this study, the researcher developed a general 
framework to apply knowledge management to student 
guidance in the general education in the Kingdom of 
Saudi Arabia. The study will discuss the study problem, 
literature reviews, study methodology, content analysis, 
applying the style of focus groups and fi nally how to 
develop the general framework as one of the outputs of 
the study. 

Literature Reviews

Study No. [1] sought to recognize the percentage of the 
second secondary school students in secondary schools 
in the city of Ta’if who have a high violent attitude, and 
the effect of an existing program to prepare informa-
tion for social knowledge on reducing violence among 
them. The study was conducted on a sample consist-
ing of 363 students in second secondary school in the 
city of Ta’if in the Kingdom of Saudi Arabia. This study 
was based on experimental and descriptive methods. The 
study concluded that the percentage of the students who 
have violent attitude was 42.2% and the guiding pro-
gram has effectively reduced this violent attitude among 
students largely. This study recommended to recognize 
the basic psychological, social and cognitive needs of 
adults, avoid using disappointing words and behaviors 
and determine the students’ rights and duties. It also 
suggested to conduct researches about a means that 

depend on preparing information for social knowledge 
in dealing with behavioral problems. 

This study agrees with the current study in clarify-
ing the crucial and important role of preparing infor-
mation and knowledge in reducing valance among the 
student. This can be regarded as a try to use information 
and knowledge in the fi eld of student guidance and an 
incentive to apply knowledge management to student 
guidance. 

Study No. [2] aimed to use Data mining techniques 
in dealing with the educational problems and devia-
tions among adults. Adolescence is the time during 
which people develop and form their crucial values, 
personality traits, and beliefs. Hence, as deviant behav-
iors occur during adolescence, it is important to guide 
adolescents away from such behaviors and back to nor-
mal behaviors. Moreover, although there are various 
kinds of deviant behavior, most of them would either 
directly or indirectly affect youths’ academic learning 
progresses. Therefore, many researchers have endeav-
ored to explore the issues of juvenile delinquency. In 
this study, we focus on providing methods that could 
assist counseling offi cers in discovering symptoms and 
pre-symptoms of youth delinquency. The study proposes 
a framework for mining associations from “memo-type” 
records and guiding notes. In addition, we apply this 
approach to retrieve associations among deviant behav-
iors from the counseling records stored in databases. 
The contributions to adolescent counseling are as fol-
lows: (1) A keyword tree of deviant behaviors is con-
structed and verifi ed; (2) Preparing behavioral groups 
extracted from records and guiding notes according to 
general sequence and classifi cation in terms of the types 
of deviant behaviors. Finally, (3) an information system 
is recommended to help junior counselors performing 
counseling and guiding works. Consequently, without 
experienced consultants, the proposed framework could 
discover valuable knowledge from consulting records 
effectively and many efforts are therefore saved. This 
study concluded a general framework to benefi t from 
the previous deviant behaviors data in predicting and 
treating processes to help young people in order to live 
a normal life, provide necessary guidance, explain all 
procedures in this regard, and verify the suffi ciency of 
this proposed method. The contributions to adolescent 
counseling are in the following two sides: 

(1) A keyword tree of deviant behaviors is constructed 
to classify the data records. This keyword tree was veri-
fi ed to be true to the percentage of 94.5%. It was also 
fl exibly classifi ed. 

(2) The processes of predicting deviant behaviors by 
mining in guiding data have contributed in discovering 
deviant behaviors through the proposed framework with 
the percentage of 94%. In addition, about 96.7% of the 
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classifi ed groups have furnished valuable information 
that contributed in reducing deviant behavior without 
refereeing to experienced consultants. All that helped stu-
dents to refrain from committing deviant behaviors and 
played an important role in preventing serious crimes. 

This study agrees with the current study in support-
ing the idea of accumulated data mining and searching 
in order to predict the deviant behaviors of students. 
This way can be regarded as a way to deal with knowl-
edge management because it handles accumulated data, 
knowledge and experiences. Data mining proved to be 
effective indicating the benefi ts of knowledge manage-
ment in this fi eld. 

Study No. [3] aimed to discover The Effect of a Coun-
seling Supervision Program -Based on the Skill Develop-
ment Model- on Raising the Professional Self- Effi cacy 
Level among Counselor Trainees in Jordan. The study 
sample consisted of (60) psychological counseling fourth 
and third year male and female students at Yarmouk Uni-
versity who are registered in the course of psychologi-
cal counseling skills and techniques and training fi elds. 
Those students were randomly divided into two groups; 
the experimental group, which was trained by the coun-
seling supervision program-based on the skill develop-
ment model, and the control group, which was dealt with 
according to the normal teaching methods. The study 
showed that the professional self- effi cacy level among 
the experimental group individual was less than the level 
of the individuals of the control group. The study also 
showed that there are static signifi cant differences in the 
behavioral fi eld attributed to the interaction between the 
group and gender and academic year and gender and 
fi nally interaction between the group, gender and aca-
demic years. The study also showed that there are static 
signifi cant differences in the cognitive fi eld attributed to 
the interaction between the group, gender and academic 
year. It also showed that there are static signifi cant differ-
ences in performance averages on the professional self- 
effi cacy level in general attributed to the group and inter-
action between the group and gender and academic year 
and gender and fi nally interaction between the group, 
gender and academic years. The study recommendations:

 - Developing training programs according to differ-
ent supervisory models to raise the professional 
self- effi cacy level among counselor trainees and 
employed educational counselors and apply it to 
identify its effect on raising the professional self- 
effi cacy level;

 - Studying the characteristics of counselor trainees 
in order to be considered when developing pro-
grams for them;

 - Studying the diffi culties facing counseling super-
visors in solving the problems, which the coun-

selor trainees suffer from in order to mitigate its 
impact;

 - Spreading the idea of executing and applying the 
training program on psychological counseling stu-
dents to improve the level in practicing counseling 
work; And

 - Generalizing the counseling program on coun-
seling supervisors in different directorates of edu-
cation in order to acquire the practical and theo-
retical supervisory experience. 

This study agrees with the current study in depending on 
cognitive program that improves the performance in the 
fi eld of counseling and highlighting the role of this cog-
nitive program in raising the professional self- effi cacy 
level to improve its quality and the quality of counseling 
service in general. 

Study No. [4] aimed to realize the superiorities and 
diffi culties of Application Knowledge Management for 
Elementary School Teachers and offer the solutions. The 
analysis of this study considers that the superiorities for 
elementary school teachers in application knowledge 
management establish commonly the concept of knowl-
edge management and school teachers can form profes-
sional groups to share knowledge. Besides, in the diffi -
culties of application knowledge management, the main 
problems are insuffi cient study hours and scanty con-
tent planning; schools don’t have enough budget and 
apparatus to enrich information equipment; teachers 
are insuffi cient for information accomplishments and 
capacity; the school organization ossifi es and the teach-
ers settle in present situation; teachers have defi cient 
sense of trust in application knowledge management 
and so on. According to the analyses above, researchers 
present four strategies as following to enable the appli-
cation knowledge management results:

1. Establish a reasonable further education system 
to enhance the teachers’ willing to take advanced 
courses, and promote teachers to obtain knowledge.

2. Distribute educational expenditure properly to en-
rich schools information network equipments, and 
promote the way of teachers sharing knowledge.

3. Encourage teachers to strive the abilities and ac-
complishments of information science and tech-
nology to enable teachers to develop the function 
of knowledge application fully.

4. Mold innovative organization culture to avoid rig-
id organization and promote teachers to innovate 
knowledge and abilities in application knowledge 
management.

This study agrees with the current study in clarifying the 
superiorities and diffi culties of Application Knowledge 
Management and offers the solutions. This makes it easy 
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for the current study in outlining the superiorities that 
will be adopted and the diffi culties that must be avoided 
or at least dealt with and solved. 

Study No. [5] aimed to realize the reality of Knowl-
edge management applications in supporting the Student 
guidance in the department of education for the region of 
BISHA from schools principals and educational guides’ 
point of view. The survey method was used through the 
questionnaire, which was formed from Likert scale for 
the two samples of the study that has relation with the 
applications of knowledge management in BISHA edu-
cation. The fi ndings of this study identifi ed the reality 
of the Applications of knowledge management in the 
fi eld of the Student guidance in general education in 
the department of education for the region of BISHA, 
the instrument was subject to check and examination 
and proved to be truthful and effective. The study com-
munity was formed from schools principals and student 
guidance in education schools in BISHA, the study sam-
ple was formed from (200) members distribution, (100) 
schools principals and (100) student advisors. This study 
showed that the fi rst of these applications was (Impor-
tance of knowledge management) with a percentage 
of 72.00% in student guidance in general education in 
BISHA. Then, (Knowledge acquisition) with a percentage 
of 71.00% in student guidance in general education in 
BISHA; then (Knowledge participation) with a percent-
age of 66.00% in student guidance in general educa-
tion in BISHA; then (Realizing knowledge management 
concepts) with a percentage of 64.67% in student guid-
ance in general education in BISHA; then (Knowledge 
Publish) with a percentage of 63.67%; then (Maintaining 
and organizing knowledge) with a percentage of 61.33% 
in student guidance in general education in BISH, then 
(Knowledge application) with a percentage of 61.00 % in 
student guidance in general education in BISHA. Finally, 
(Knowledge generation) came the least one with a per-
centage of 60.33% in student guidance in general edu-
cation in BISHA. In general, we found that the responses 
of the study samples about the application of knowl-
edge management were (2.98), i.e. the applications of 
knowledge management in general in student guidance 
for general education in BISHA with the percentage of 
66.00%. 

This study agrees with the current study in explaining 
the reality of Knowledge management applications in 
supporting Student guidance, which may contribute in 
developing the proposed general framework on applica-
tion basis.

Study Problem 

Student guidance is regarded as a fertile environment 
for knowledge and experiences and is one of the most 
important educational and pedagogical fi elds. Student 

guidance deals with different educational and peda-
gogical problems related to students. That was explic-
itly provided for in the organizational guide issued by 
the ministry of education and pedagogy (Currently the 
Ministry of Education). This organizational guide stated 
that the functions of the student guidance are to study 
the social, economical, healthy and behavioral cases and 
psychological and educational problems and to prepare 
treatment plans for such problems. Workers in student 
guidance must acquire experiences and knowledge- as 
seems logical- through executing the functions of stu-
dent guidance or fi eldwork in the fi eld of education and 
pedagogy. Such experiences and knowledge will be sub-
ject to loss in case that there is no effective manage-
ment. They also must be shared with these fi eld-affi liated 
persons and other categories related to the educational 
work in order to be key factors to achieve the objectives 
of education and pedagogy. Therefore, this study aimed 
to provide a proposed framework to apply knowledge 
management to the fi eld of student guidance in the gen-
eral education in the Kingdom of Saudi Arabia.

Study Methodology

This study is based on reviewing the intellectual pro-
duction and using the content analysis method through 
studying the intellectual production, which is related to 
the study subject, through a theoretical framework, the 
literature reviews and knowledge management models. 
The study also uses the style of (Focus Group) to intro-
duce the proposed general framework as an output of 
this study. This general framework depends on combin-
ing and developing many previous models as well as 
benefi tting from the fi ndings of this study and the lit-
erature reviews and enhancing their credibility. The style 
of (Focus Group) is search aims to recognize the agreed 
upon opinions by some carefully selected experts. 

Applied Framework

Through applying the content analysis method, the 
researcher has found, through his study, two models, 
which can be combined and developed in a proposed 
general framework to apply knowledge management to 
student guidance in general education. These two mod-
els are: (Lee & Kim) model and (Nonaka, I. & Takeuchi) 
model. But, the researcher has changed the name of the 
second stage of (Lee & Kim) model from “Propagation 
Stage” to a new one “Building and spread stage” accord-
ing to what the researcher considers proper for the sub-
ject and objectives of the proposed model. The following 
table No. (1) shows (Lee & Kim) model: 

In the second stage of this general framework, 
Nonaka Model [7] was combined with this model 
because it aims to transform, document, store, organize, 
share and exchange knowledge. Nonaka Model [7] also 
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aims to apply publications and availability policies and 
obtaining knowledge continually. The researcher used 
(Figure No. (1) Nonaka, I. & Takeuchi model) in the fi rst 
four procedures of this stage in the proposed model and 
added two other necessary procedures. These two other 
processors are documenting and sharing knowledge. 

Study Findings and Outputs

The researcher built his proposed model by combining 
(Lee & Kim) model with (Nonaka, I. & Takeuchi) model. 

He benefi ted from different models, fi ndings of this cur-
rent study and literature reviews and the recommenda-
tions of (Focus Group) conducted on Wednesday cor-
responding to 10/11/2016. This focus group aimed to 
deal with the strategic general framework submitted 
by the researcher to apply knowledge management to 
student guidance in general education. The focus group 
approved the model furnished by the researcher and rec-
ommended to fi nd a model to be applied to the student 
guidance according to the status quo through the fi nd-

Sr. Knowledge Management Stages Stages Activities

1 Initiation Stage

- Building Infrastructure
-  Building Human Relations
- Reward Systems 
- Organizational culture management
- Communication technology
- Building databases 
- Obtaining proposed ideas and opinions

2 Propagation Stage

- Justifying Ideas
- Making justifi cation procedures and policies
- Using information technology in treating and analyzing ideas to be justifi ed
- Controlling knowledge and arbitration tools
- Obtaining the justifi ed knowledge and arbitrating it

3 Internal Integration Stage

- Integrating and knowledge fi nancing according to the market requirements
- Structuring knowledge and drawing its map
- Using search engines and its strategies
- Applying technology in performance measurement systems
- Obtaining funded and integrated knowledge 

4 External Integration Stage

- Knowledge management competency 
- Mesh networks
- External sources 
- Cooperation Management 
- Online conference and video conference 
- Emails 
- Sharing Knowledge systems
- Unifi cation subjects
- Obtaining basic and networking knowledge 

Figure 1. Nonaka, I. & Takeuchi model [7]
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ings of this study and the recommendations of the focus 
group. The focus group also recommended documenting 
guiding knowledge and experiences through building 
a directed model to record these knowledge and expe-
riences in guiding knowledge container in order to be 
spread and used in the fi eld of student guidance in the 

department of education for the region of BISHA. The 
focus group also recommended creating a database of 
educational fi eld direction and guidance experts in order 
to facilitate the process of contacting them to get their 
consultations and developing procedures and docu-
menting practices of student guidance in the department 

Figure 2. Detailed plan for the strategic proposed model to apply knowledge management to 
student guidance
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of education for the region of BISHA. Finally, the focus 
group recommended developing student guidance com-
munity of practice in the educational in the department 
of education for the region of BISHA.

Proposed General framework of applying knowledge 
management to student guidance in the general educa-
tion in the kingdom of Saudi Arabia:

First: the objectives of the Strategic proposed model 
to apply knowledge management to student guidance:

This proposed model seeks to achieve the following:
• Stopping the loss of guiding knowledge and experi-

ences in the educational fi eld in general education.
• Applying the successful experiments in the fi eld of 

student guidance in general education.
• Spreading the cognitive Culture in the educational 

fi eld. 
• Contributing in applying knowledge management 

in the educational fi eld. 
• Contributing in solving educational and pedagogi-

cal problems in the educational fi eld.
• Establishing the culture of sharing and exchang-

ing knowledge among individuals in the educa-
tional fi eld in order to serve the educational and 
pedagogical goals. 

• Building and defi ning the best ways and instru-
ments to spread guiding knowledge in the educa-
tional and pedagogical fi eld. 

• Establishing internal and external integration in 
applying knowledge management to student guid-
ance in general education.

• Building consulting services in the fi eld of guiding 
knowledge in order to serve the goals of student’s 
guidance in general education. 

• Making continuous incentive system to support shar-
ing, exchanging, acquiring and applying knowledge. 

Second: Stages of applying knowledge management to 
student guidance

First stage: initiation

This stage is the fi rst preparatory stage of this model. This 
stage aims at planning, defi ning ingredients, spreading 
the knowledge and training culture, identifying training 
needs and required knowledge, its sources and the tech-
niques used to acquire knowledge. This stage includes 
the following:

1- Knowledge Management planning through the fol-
lowing procedures:

 - Studying the current situation and the maturity 
level of Knowledge management applications in 
the fi eld of student guidance regarding general 
education in Bisha.

 - Developing general, strategic and secondary plans 
that aim to get knowledge and make use of it.

 - Drawing the policies that organize the works of 
Knowledge management on students guiding fi eld 
(participation policy- Organization policy- storage 
and copyrights policies- knowledge warehouses 
policy).

 - Building the objectives related to applying knowl-
edge management to all applied stages.

 - Approving balance sheets that are related to 
applying knowledge management to student 
guidance.

2-Determining the ingredients of applying knowledge 
management as follows: 

 - Determining the ingredientsand infrastructure of 
applying knowledge management to student guid-
ance.

 - Analyzing the ingredientsand infrastructure of 
applying knowledge management to the educa-
tional fi eld.

 - Making the plans that provide the ingredients of 
applying knowledge management to student guid-
ance. 

 - Determining the necessary human resources for 
achieving this application.

 - Determining the procedures, facilities and pro-
cesses of the fl exible organizational structure.

3- Spreading knowledge culture through the follow-
ing procedures:

 - Determining the knowledge culture level in the 
educational fi eld.

 - Determining and building the required cultural 
content to raise the knowledge awareness in the 
educational fi eld.

 - Determining the required training programs in 
raising the knowledge awareness.

 - Spreading the knowledge culture and choosing the 
appropriate publishing techniques in the educa-
tional and pedagogical fi eld and conferences, as 
well as cooperation with other organizations.

 - Encouraging individuals to education through 
testing and observing.

 - Managing unoffi cial meetings to reduce tensions 
of offi cial relationships.

4-Training through the following procedures:

 - Analyzing the training needs in the fi eld of apply-
ing the guiding knowledge management and its 
experiences to the educational and pedagogical 
fi eld.

 - Building training programs to fulfi ll the needs of 
the guiding knowledge management fi eld.

 - Attracting the specialized training effi ciencies in 
the fi eld of knowledge management in education. 
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5-Analyzing and determining knowledgethrough the 
following procedures:

 - Analyzing the guiding knowledge provided in the 
educational and pedagogical fi eld.

 - Determining the required knowledge in the area of 
guiding knowledge in the educational and peda-
gogical fi eld.

 - Choosing appropriate classifying systems for guid-
ing knowledge provided in the educational and 
pedagogical fi eld.

 - Determining the sources of guiding knowledge 
inside and outside the educational and pedagogi-
cal fi eld.

6-Determining the techniques of acquiring knowl-
edge:

The researcher determined a group of the techniques 
of acquiring knowledge as follows:

 - Determine the sources of guiding knowledge which 
provide the fi eld with experiences and knowledge.

 - Analyzing the techniques that control the sources 
of experiences and knowledge and stopping its 
waste.

 - Building a documentation system right away for 
the educational fi eld.

 - Determining the techniques which facilitate the 
process of acquiring knowledge and experience.

 - Training on the techniques of acquiring knowl-
edge and experience in the educational and peda-
gogical fi eld.

Second stage: Building and spread

The second stage of the model includes the following:
1- Building process: transforming the guiding knowl-

edge from implicit to implicit through the following pro-
cedures:

 - Brainstorming by focusing and discussing ideas 
about a problem in a group that includes both 
experienced and other inexperienced persons.

 - Holding meetings to deal with a topic in order to 
take decisions concerning the work through learn-
ing from the experienced persons, introducing and 
discussing new initiative.

 - Holding Informal side meetings with the aim of 
exchanging and sharing knowledge.

 - Knowledge cafes and informal gathering of the 
categories of employees within the organization 
system directly face to face or indirectly through 
social media networks.

 - Social media: is a technological innovation, which 
based on web applications No.2 whether internal 

within the organizations scope (known as internal 
networks) or external through public means such 
as: Twitter, Facebook, Whatsapp groups, emails, 
or text messages whereby knowledge and experi-
ences are transferred and exchanged.

2- Output process: transforming the guiding knowl-
edge from implicit to document explicitly through one 
of the following:

 - Video records for meetings, seminars, training 
courses and lectures by using video.

 - Making knowledge maps through brainstorm-
ing to particular defi nitions related to a particu-
lar fi eld, then drawing a conceptual map to such 
defi nitions and knowledge and connecting them 
to one another.

 - Recording documentary reports for knowledge 
outputs of meetings, seminars, Knowledge cafes 
in order to record their works and document the 
discussed knowledge.

 - Studying guiding cases that deal with behavioral 
symptoms or educational problems through ana-
lyzing and solving problems.

 - Noor programs through recording emergency 
guiding cases in it along with suitable treatment 
ways and immediate procedures that are taken, 
which constituted documentation for it.

 - Direction and Guidance unit through its mission 
that aims to solve diffi cult educational or behav-
ioral problems, which are referred by schools and 
considered to document and solve these problems.

3- Combining process: Transforming Guiding Knowl-
edge from explicit to explicit through the following:

 - Knowledge reservoirs, which are related to student 
guidance. These Knowledge reservoirs are used to 
collect guiding knowledge that can be exchanged 
with others internally or externally.

 - Conferences: Any conference must work properly 
and according to clear objectives based docu-
mented outputs, through the conference books 
that include discussed topics and its documented 
inputs whether by paper or television and then 
converting it to books or general reports, whether 
paper or televised.

4- The process of digestion (acquiring): transforming 
the guiding knowledge from implicit to explicit through 
the following:

 - Training on student guidance and development of 
staff of guidance professionally through using the 
guiding knowledge and presenting it as a training 
content for them.
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 - Continuous direction for staff during the workfl ow 
in order to support the guidance processes and 
raise the level of performance in a documented 
explicit way through directed readings or circulars, 
guidance letters or TV documentary programs.

5-Knowledge Documentation Process: guiding 
knowledge documentation process is carried out through 
the following:

 - Practicing guidance cases and recording it in Noor 
program with treatment plans.

 - Studying the guiding cases, its causes and methods 
of treatment.

 - Transferred treatment cases in guidance units and 
its treatment plans.

 - Documenting educational forums related to stu-
dent guidance.

 - Documenting educational conferences related to 
student guidance.

 - Documenting the directed visits by supervisors 
and school principals to student advisors.

 - Documenting knowledge cafes reports that gather 
the student guidance-affi liated persons.

 - Documenting exchangeable visits reports between 
student advisors.

6- Sharing and exchanging Knowledge: sharing and 
exchanging Knowledge is carried out through the fol-
lowing:

 - Supervisory fi eld visits by school principals and 
educational supervisors.

 - Mutual visits between advisors.
 - Knowledge cafes that include student guides-affi l-

iated persons.
 - Educational forums related to student guidance.
 - Conferences related to student guidance.
 - Social media (twitter-face book-wiki-YouTube…etc)
 - Training programs which depend on brainstorm-

ing.
 - Side meetings between student guidance-affi liated 

persons. 

Third Stage: Internal Integration

Knowledge activities are being dealt with in this stage 
as daily activities. This stage focuses on integration of 
knowledge and the knowledge activities, which mean 
that the organization staff get used to these activities 
in a way that refl ect on the organization level and its 
accumulated knowledge. This internal integration stage 
includes the following: 

1-Structuring Guiding knowledge, which includes the 
following:

 - Drawing knowledge maps that refer to determin-
ing the sources of knowledge in order to make the 
knowledge storage available through determining 
the following:

a)  Counseling fi elds including (behavioral, educa-
tional, social and health fi elds)

b)  Human Resources including (Student- Teacher- 
Manager- Guide- Parent- Supervisor)

c) Sources of Knowledge
d) Services of Knowledge
e) Techniques of Knowledge

 - Storing information and knowledge represented 
in knowledge reservoirs, databases, information 
centers and electronic environment of the organi-
zational memory.

 - Retrieving knowledge and information through 
recovery systems via user interfaces for guide 
inquiry and the aim lies in Retrieving and access-
ing knowledge.

2-Building guiding knowledge services that include 
the following:

 - Services of current awareness of all updates in stu-
dent guidance fi eld and each area related to any-
one works in student guidance as fi tting to them.

 - Services of selective broadcast of Knowledge after 
classifi cation the people, who work in the area of 
student guidance, knowing their requirements of 
knowledge and providing them with these require-
ments.

 - Counseling services that ensure the consultation 
for the people, who work in the area of student 
guidance and others.

 - Services of exchanging knowledge in a way that 
facilitates transferring and exchanging process by 
using relevant appropriate new techniques.

 - Research knowledge services, which is mainly 
related to scientifi c researches and innovative 
experiments related to the student guidance area.

 - Services of databases, which facilitates and organ-
ize obtaining knowledge easily from different 
databases especially those related to the student 
guidance area.

3-Enacting laws and standards of knowledge in stu-
dent guidance. These laws and standards include the fol-
lowing:

 - Laws of sharing and exchanging knowledge 
 - Laws of developing sources of knowledge
 - Laws of spreading knowledge
 - Standards of measuring the individuals’ perfor-

mance in knowledge area
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 - Standards of measuring the organization perfor-
mance in applying knowledge management

 - Standards of measuring the quality of knowledge 
services

4-Training on the skills of guiding knowledge. 
These skills include the following:

 - Skills of acquiring knowledge 
 - Skills of sharing and exchanging knowledge
 - Skills of spreading knowledge
 - Skills of dealing with knowledge databases 
 - Skills of dealing with knowledge reservoirs
 - Skills of scientifi c research

5-Building the system of incentives which support 
managing the guiding knowledge through the following

 - Scientifi c research
 - Sharing and exchanging knowledge
 - Developing professional knowledge
 - Training during providing the services

6-Techniques of guiding knowledge management

 - Databases
 - Digital libraries
 - Knowledge reservoir
 - Social media
 - Noor program
 - Offi cial educational websites
 - Emails
 - Systems of organizing and classifying knowledge

Fourth Stage: External Integration

This stage is the last stage of the proposed model for 
applying knowledge management to student guidance, 
which includes the following:

1-Spread the guiding knowledge: this operation 
includes the following procedures:

 - Spread through magazines and educational 
courses 

 - Spread through conferences and specialized semi-
nars

 - Spread through scientifi c researches published in 
scientifi c magazines 

 - Spread through education forum specialized in 
students guidance

 - Spreading successful guiding experiments 

2-External cooperation management; this external 
cooperative management is carried out through the fol-
lowing:

 - Concluding agreements about guiding knowledge 
with specialized institution and organizations 

 - Joining to international organizations specialized 
in guidance and direction 

 - Sharing knowledge with organizations and institu-
tions through databases and knowledge reservoir 

 - Mutual workshops between organizations in fi elds 
of guiding knowledge

3-Guiding knowledge reservoir: Guiding knowledge 
reservoir is built through the following:

 - Organizational polices for knowledge reservoir
 - Choosing a good system for managing the content 

(system D- space is preferred)
 - Choosing the suitable classifi cation for the knowl-

edge reservoir content 
 - Choosing a normal and advanced search system 

inside the reservoir
 - Developing a system for developing the collections 

of the knowledge reservoir
 - Developing a system for intellectual property 

rights

4-Providing counseling services in guidance fi eld: the 
counseling services are provided in the guidance fi eld 
through the following:

 - Establishing a committee of experienced guiding 
counselors

 - Building an advanced communication and con-
nection system that guarantee achieving high 
quality services 

 - Using knowledge techniques in counseling fi eld

5-External participations: includes the following:

 - Regional and international conferences in fi elds of 
student guidance 

 - Seminars specialized in the fi eld of student guid-
ance 

 - Training courses specialized in student guidance 
fi eld

 - Study programs provided by universities in stu-
dent guidance fi eld

6-Integration with the objective of education: it is 
carried out through integrating with the following:

 - Education vision and objectives in order to sup-
port and achieve them

 - Integration with the objective, training plans and 
scholarships related to education

 - Student guidance objectives in order to support 
and achieve them 

 - National strategic objective for transforming to 
knowledge society 

 - The objectives and plans that aim to build knowl-
edge economy 
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INTRODUCTION 

In the last few years, there was an expansion in the use 
of “Information” and “Knowledge” terms. The overlap 
between these two terms and other remaining sciences 
has caused many bases to defi ne these two conceptions 
and according to identifying these concepts, the con-
nections and classifi cations, which have changed and 
varied, will be determined.

There are some bases which explain the concept on 
a on a documentary basis (Library Science facility), and 
there are conceptual bases which were created according 
to the investments studies of experiences and decision 
making in the administrative fi eld. Problem of classi-
fi cation and qualitative division of “Information” and 
“Knowledge” was also created. There were also overlaps 

between the formal classifi cations with regard to pres-
ervation and the qualitative classifi cations according to 
the type of “Information” and “Knowledge”.

In this study, the researcher aims to:

 - Highlight these concepts broadly and in a more 
comprehensive way than previously made accord-
ing to his point of view. The researcher also builds 
connections between Data, Information, Knowl-
edge and Wisdom on these concepts and defi nes 
classifi cations according to the type not the fol-
lowed preservation form.

Study problem:

The study problem is totally related to the researcher 
study and his knowledge of many literatures reviews 
concerning knowledge, concepts and their connections.
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The researcher has concluded, through many obser-
vations that the researcher found about the concept, 
connection and the bases that these concepts are based 
on, that it is necessary to discuss Knowledge from other 
perspectives and new research bases, and then introduc-
ing his relevant point of view through a sound scientifi c 
approach.

Methodology

Based on the study subject and its type the method of 
“Content Analysis” was chosen to achieve the objectives 
of the study through analyzing literature reviews that 
discussed the same subject.

Analytical Framework

This Study methodology in content analysis will be 
applied in analyzing literature reviews that dealt with 
knowledge and information as follows:

Information 

The information has a major role at both the individual 
and community levels, because it is the element that 
cannot be excluded from any activities. Information is 
the raw material of scientifi c searches and the funda-
mental basis to make the right decision. In addition, the 
one who gets the right information at the appropriate 
time has the sense of competitiveness and leadership in 
any fi eld, in a busy world based on science in everything 
and does not leave any room for improvisation and ran-
domness.
According to [2] the word (information) acquired 11 
meanings and three of which were abandoned or his-
torical as follows:

 - Shaping a particular thing.
 - Motivation, Reinforcement or Revitalization
 - Training and Achieving discipline and directing

Whereas the current meanings are:

 - Delivering or receiving information
 - Things that we receive or get from media.
 - Knowledge spread by others or obtained by study-

ing, researching or directing
 - Awareness of specifi c incident or situation
 - Facts or available numbers for broadcasting or 

getting benefi ts from them
 - Reporting against particular person or party
 - Offi cially charging somebody of a particular crime
 - Digital quantity that measures uncertainty in the 

results of experiments
 - Information: is what changes the knowledge status 

of the recipient in a given subject.
 - There is a difference between information as a 

fundamental phenomenon and symbols that car-
ries such information.

Study No. [3] defi nes information as processed data 
to have meaningful meaning, ability to change knowl-
edge status of the recipient and help us to answer the 
questions of who? When? What? Where?

Study No. [4] defi nes Information as the thing that 
changes the knowledge status of the recipient (reader, 
viewer, listener or whatever sense is receiving by) in a 
given subject.

Shawky [5] defi ned information as formulated data 
in a mmeaningful manner to be a base for decision-
mmaking.Knowledge is the main base of the ability to 
create ththoughts and achieving high levels of quality 
and technical crcreativity. In addition, it is regarded as 
a necessary action to actively perform administrative 
activities effi ciently. based on that concept of knowl-
edge, all information owned by any organization in 
its internal systems, skills and mental abilities of the 
workers is forming in total a source of knowledge to 
the organization, in case it is scientifi cally and logically 
used, which necessarily refl ected upon the organization 
performance to distinguish it from any other competing 
organizations. [6]

In other words, knowledge is considered the main base 
for today’s organizations and an administrative, mean-
ingful and modern method to cope with the requirements 
of the age. In addition, knowledge is the most important 
source in generating richness, achieving individuality 
and creativity in light of given thoughts through which 
a numerous intellectual concepts have been raised. [12]

Knowledge Concept

In relation to the defi nitions of knowledge; study No. [1] 
defi ned it as a mixture of concepts, ideas, thoughts, rules 
and pprocedures which guide actions and decisions; In 
other wwords, It is a mixed information with experi-
ments, facts, rules and values that work altogether as a 
unique mixture that permits the individuals and organi-
zations to create new situations and manage the criteria 
of changes. 

Study No. [7] defi ned it as the thing that expresses the 
ability of individuals inside an organization and that is 
refl ected upon the organization as a whole, understand-
ing, performance and doing the work effectively.

Moreover, knowledge is defi ned as a mixture of 
contextual experience, skills, abilities and informa-
tion which are cumulative to the workers and business 
organizations. [8]

Knowledge is also defi ned as those ideas and con-
cepts that the organization reach and which is used to 
take an effective manner towards achieving goals. [9]

Characteristics of Knowledge

Knowledge has characteristics and features that distin-
guish it from any other activities and its characteris-
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tics have been diversifi ed according to the differences 
in point of views related to the researchers and to those 
who concerned with this fi eld to get the expected benefi t 
from it.

Study No. [10] added that what really distinguish 
knowledge is the intangible standardizations. Whereas, 
knowledge is an intangible product to the extent that 
it cannot be subject to trade as a commodity, on the 
contrary, it is suffi ciently standardized to be a subject 
of competition. Thus, it is widely used in trading. This 
intangibility standardization is the main concern of sev-
eral organizations that depend on knowledge.

Study No. [11] added fi ve characteristics that dis-
tinguish knowledge from other intellectual and human 
activities as follows:

1. Cumulativeness: As the knowledge remains right 
and competitive in this current stage and it is not 
necessary to remain the same in the next stage, 
which means that knowledge is changeable by 
adding the new knowledge to an old one.

2. Organization: The generated knowledge is orga-
nized in an order that enable the benefi ciary per-
son to reach it and pick the required part from it.

3. Searching for techniques: Reasoning and causing 
aim to satisfy the human need of searching and 
reasoning for everything and knowing the causes 
of phenomena because we can control it in a better 
way.

4. Comprehensiveness and Certainty: Comprehen-
siveness of knowledge is not only applied to the 
phenomena that fall under research only, but also 
applied to the minds that receive the same. The 
fact asserts itself on the others when it appears 
and it is capable of being transferred to all people. 
Certainty does not mean that knowledge is con-
stant but means that it based on convincing and 
compelling evidences; however it does not mean 
that is not variable.

5. Accuracy and Abstraction: the accuracy means ex-
pressing the facts mathematically. 

Classifi cation of knowledge

Study No. [12] divided knowledge into four kinds as fol-
lows:

 - Unknown Knowledge: is represented by the inno-
vative knowledge discovered through experimen-
tation, search and discussion.

 - The fundamental main knowledge: is regarded as 
the fundamental level of required knowledge by 
all organizations.

 - The advanced knowledge: is the knowledge that 
gives the current organization the competitive 
sense.

 - Creative Knowledge: is the knowledge that allows 
the owned organization to change the working 
method of the educational sector that the organi-
zation is belonging to. 

Study No. [9] Divided knowledge into two fundamental 
types:

a) Implicit knowledge 

Study No. [13] defi ned knowledge as: the knowledge 
that is indivisible among the persons because it includes 
what is hidden inside the person himself which mean 
technical knowledge, cognitive knowledge and behav-
ioral knowledge.

Implicit knowledge is composed of the following:

 - Facts, fi xed data and mental patterns
 - Points of views, forms, images and concepts
 - The provisions, expectations, general hypotheses 

and beliefs 
 - Strategies of thinking and the methodological 

approaches. [15]

b) Explicit knowledge 

Study No. [14] defi ned as: the knowledge that can be 
transferred and reported to others on a formal or pro-
grammed way through educational or traditional peda-
gogical processes.

Knowledge Characteristics: 

 - It can be expressed.
 - It can be shared. 
 - Guiding the personal and institutional behaviors. 

[15]
 - It can be reached and stored.

Analytical Overview of Knowledge 

The researcher is analyzing now concepts and connec-
tions of knowledge in terms of its existing case and the 
conclusion of the researcher concerning the concepts 
and connections. 

The current perspectives of knowledge: 

Many specialists of knowledge and information spoke 
about the connection between data, knowledge, infor-
mation and wisdom. Most opinions spot the light on 
the subject of periodic and transition from one term to 
another according to meaning and the infl uential degree 
upon the audience. 

Therefore, it was stated that data is a group of mean-
ingless things. It means that we cannot infer from those 
things on a clear meaning while standing alone. It hap-
pens when we mention the meaning of any cultural or 
scientifi c effect, for example: we see letters and num-
bers individually but when connecting these codes, let-
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ters and numbers in a particular way we can observe a 
clear connection leading to a clear meaning. This pro-
cess is called speaking about information. So that, the 
defi nition of information is all things that contributing 
in changing the audience acknowledge and thinking. 
Information is a group of acknowledgment that refl ects 
a special meaning. 

For the acknowledgment, the audiences defi ne it as a 
meaning. We refer to it as information which is trans-
ferred to experience by the audience. This said experi-
ence is developed to be a source of practicing, fl uently. 

When the recipient connects a group of knowledge 
considering particular subject or fi eld, it reaches to 
the wisdom stage for making the proper decision. This 
meaning of knowledge derived from the lateral meaning 
of wisdom culminating in putting things in their right 
positions to ensure the right decision. This cannot be 
achieved unless with the existence of acquired knowl-
edge in order to reach this stage. 

On that basis, the pyramid of experience was sug-
gested. It may also be called the pyramid of knowledge 
or the pyramid of wisdom as the following fi gure No. (1): 

Figure No. (1): Pyramid of knowledge
As we observe the above stated pyramid of experi-

ence, the base is the data which was created by particu-
lar relation and lead to particular meaning. This mean-
ing is called information. If we practice this information, 
it will be experience or acquired knowledge. In the case 
of collecting and accumulating the said knowledge with 
others in the same area, the recipient will achieve the 
level of wisdom and the ability of making a proper deci-
sion are the right time. 

Notes on The current perspective of knowledge: 

According to the former meaning and clarifi cation, here 
you have some observations on the particular arrange-
ment of meaning as follows: 

1. Data cannot be judged by the absence of its mean-
ingful meaning. Any code, number or letter …etc 
does not give a meaning in itself as per the said 
concept which is a sort of information or accumu-
lating knowledge, from the fi rst person who put 
these letters, code or number in use. For example, 
the letter (C) is created for specifi c purpose to do 
a specifi c role and it differs from the letter (B). 
The former letter contributes in solving a lot of 
problems in the series of alphabet. The same thing 
applied to creation of the points, which solve the 
ambiguity of the letter similarity, for example (B- 
C-W- D- H- X). These letters and number are con-
sidered as accumulating knowledge to reach to the 
concept that we adapt nowadays. 

2. Taking into consideration the defi nition of the 
information, which is defi ned as everything that 

change the knowledge case of the recipient. This 
defi nition is very general and does not achieve 
the supposed measurement of the change, so how 
we can judge information. “How we are going to 
judge knowledge according to inaccurate way?” 
The matter of judgment is differing from one per-
son to another, consequently it great differences 
will be occurred. From one point of view, it helps 
to change the recipient perspectives and makes 
him gaining acknowledgment while from other it 
helps with nothing. Thus, if we analyze the cause 
of this variation and contrary which taking place 
among views, we will fi nd that the recipient is the 
reason without considering the information itself. 

3. The criterions of moving from one term to another 
among the four terms are different. Therefore, data 
that relates to a certain case and changed the cogni-
tive state of the recipient is called information. Ac-
cording to another criterion, we fi nd that the infor-
mation which was practiced and formed an experi-
ence is called knowledge. While knowledge that con-
tributed in making good decision is called wisdom.

Along these lines, there are three different criterions:
The fi rst one is: criterion that form a change in the 

cognitive state.
The second one is: practicing information that forms 

experience.
The third one is: collecting knowledge that led to 

making good decisions.
Moving between related terms shall not be based on 

different criterions, while these criteria are related to the 
different cognitive case of the recipient among individu-
als according to their individual differences.

4. Considering classifying of knowledge by the pre-
dominant basis of specialists, classifying to Poten-
tial (implicit) knowledge and explicit (apparent) 
knowledge. This classifi cation based on the form 
of existence or in other words, the knowledge stor-
age place from the explicit content such as: books, 
tapes, memories and Semiconductor memory…etc. 
in relation to explicit knowledge, to storing implic-
itly in minds such as: experience, skills and others 
from knowledge regarding implicit knowledge.

This classifi cation does not determine the type prop-
erly due to logic reason, which means that there is no 
explicit knowledge without being implicit basically that, 
was converted to be explicit one and documented in a 
form of preservation forms of knowledge. Therefore, 
knowledge content is unifi ed, however if we want to 
classify it, it will be considered formal classifi cation. 

5. When applying administration to knowledge which 
called (Knowledge management), we deal with two 



206 INFORMATION AND KNOWLEDGE CONCEPTIONS AND CONNECTION: ANALYTICAL STUDY BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS

Abdullah Mohammed Abdullah Elyatem

forms due to the predominant classifi cation of 
knowledge whether implicit or explicit. There is a 
management for explicit and implicit knowledge. 
Considering explicit knowledge, we concluded 
that the explicit knowledge management is such a 
perfect match of information management with its 
processes, storing systems, regulatory systems and 
classifi cations. In fact, explicit knowledge is just 
documented information subject to information in 
terms of characteristics and content.

There is a difference between explicit knowledge and 
implicit knowledge that cannot be dealt with in a struc-
tured and documented framework, which could not be 
stored and retrieved without documenting and convert-
ing it to explicit one. According to its normal implicit 
form, it’s ruled by a set of procedures that move it from 
implicit to implicit one or converting from implicit to 
explicit one according to Nonaka Model. Therefore, we 
realize the problem and the overlapping of information 
and knowledge in many ways, the most important one 
is that the explicit knowledge is just documented infor-
mation. 

6. According to the said terms and expressions, we 
found out that the number of acquired and ac-
cumulating knowledge enable the person to gain 
wisdom and make proper decision. In fact, this 
stage should be called according to the common 
concept ”decision stage” this is attributed to the 
wisdom which is absolutely right and accurate 
matter considering making the proper decision as 
per its lateral defi nition. The accumulating knowl-
edge which helps us to make a decision cannot be 
100% correct. Correctness consists of many lev-
els; there is the right and the most correct one. 
All of them depend on the accumulating knowl-
edge. However, it is out of prudent to choose the 
right decision while having more suitable one. The 
ability of accumulating knowledge does not nec-
essary mean to make the right decisions, in some 
cases we might make wrong ones whether in part 
or whole. If it is a fate to express the meaning 
of wisdom as a periodic term for the pyramid of 
knowledge, the decision stage must be prior the 
former stage, if there is a correct decision, it will 
be undergo the wisdom stage. The wrong decision 
will be classifi ed under the frame of accumulating 
knowledge to learn from the mistakes, it cannot be 
excluded as a reason of acquiring knowledge. 

7. Final notes should have been in the fi rst. But we 
made this to mention the partial notes, because 
this observation is related to the concept, subject 
and objective of knowledge. Upon the common 
concept, knowledge is information, which gains 

experience by practicing and grouping it towards 
a particular subject leading to achieving knowl-
edge. There is an important question looming on 
the horizon: “Can we consider the knowledge as 
an outcome to information practice?” Obviously, 
the answer is “No.” In fact, the knowledge is ex-
isting and it may appear in its original refl ection 
as a sort of isolated knowledge. For instance, the 
knowledge of identifying the element of the Earth 
or the number of planets … etc, this kind of knowl-
edge is born from early years. With the process 
evaluation, this knowledge is discovered as long 
as modernized time and given amendments. The 
point is this knowledge was anonymous; however, 
it was discovered. Also, there is a kind of knowl-
edge which was not existed and coming up later; it 
was formed by integration of others. This process 
creates a new sort of knowledge, which is open 
to development and amendment. For example, the 
invention of car or plan; both of them enjoy with 
the integration of physics, chemistry, mathematics 
and human skills in order to create this new kind 
of knowledge. 

Proposed vision based on the application of the study 

methodology: 

We will offer now a vision based on the previously dis-
cussed maters about knowledge, its concept, and rela-
tions along with information and data:

1. The concept of knowledge should be reconsidered; 
in fact, all that exists is an existing knowledge, 
whether it is alone or integrated with another, it is 
considered as a new knowledge.

2. Classifying knowledge should be as follows:

a- Genuine knowledge (natural): is a knowledge that 
exists without human intervention both discovered or 
still unknown, this knowledge is divided into two types:

 - Genuine knowledge (discovered): Genuine natural 
knowledge that is discovered for example water 
consists of hydrogen and oxygen.

 - Genuine knowledge (unknown): original natural 
knowledge but has not been discovered such as 
stars.

b- Productive knowledge (created by human): knowl-
edge that did not exist but human intervention con-
tributed in its presence, and it is compound but the 
difference between it and its predecessor is that the 
composition is resulting from human act for example: 
inventions of cars, planes and so on.

3. Defi ning Knowledge as a general and comprehen-
sive conception that include information and data, 
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in all its forms and types. This knowledge can be 
classifi ed to information, data or experience but 
in the light of its type, as knowledge not isolated 
cases.

4. Decisions should be added as an output of the 
interaction between information, data and ex-
periences, it does not necessarily mean that it is 
correct but it falls under the wrong and right deci-
sions with their different degrees.

5. Wisdom is not knowledge in itself but is a result of 
knowledge due to investing knowledge in taking 
the appropriate decision 

6. According to the new conception, the defi nitions 
will be as follows:

A- Data: is a meaningful initial knowledge con-
tributes with others in forming a specifi c meaning 
that cannot be reached in its absence or in its isolated 
existence.

B. Information: is knowledge arising from the for-
mation of other information or data or both together 
according to a specifi c relationship that aims at achiev-
ing specifi c meaning forming knowledge.

C. Knowledge: is the data, information and experi-
ence that are formed around a particular subject so that 
it can be defi ned and described in a manner that enables 
it to be invested scientifi cally or practically.

7. The researcher suggests the following fi gure (2) as 
a form describing the relationships between terms 
related to knowledge:

Figure (2) knowledge and its connections
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ABSTRACT

Selecting important features in an e-learning environment is crucial for predicting student academic performance. 
E-learning offers personalized and uninterrupted connections and communication between students and other learning 
contexts. The increasing proliferation of smart technologies has enabled students to acquire and connect to learning 
materials and instruction anytime, anywhere. Obviously, the student’s interaction behaviors in e-learning environment 
have been widely considered. In fact, the interaction in the e-learning system and its impact on students’ performance 
is subject to discussion and interest. This study, for the most part, focusses on two targets: the fi rst is to fi nd critical 
factors that affect student’s outcomes in the e-learning system for illustration and the second is more tied, building 
a well-performed prediction model. The main contribution is twofold: to highlight some experimental visions in the 
infl uence of a set of variables using features selection techniques and to propose a prediction model involving the most 
relevant features applying K-fold Cross Validation method. Different variables effect on model performance and cor-
relations between the input and the target output are discussed in detail using student data provided by the Learning 
Management System. The recommended method is, then, compared with another popular machine learning methods. 
The results exposed that, the student with greater engagement in the e-learning system leads to signifi cantly higher 
performance; however, students who get low in the course tend to interact less frequently. Furthermore, study results 
indicate that some prediction techniques such as the Random Forest method have considerable advantages in student 
performance prediction reached up to 80% of accuracy. Other students’ features that may be effective in the e-learning 
system are also discussed.
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INTRODUCTION

With the tremendous developments taking place in 
today’s world, many of the concepts governing human 
beings have changed. The concept of learning has been 
greatly infl uenced by technology development. The 
incident in information and communication technol-
ogy; where emerged a large group e-learning term. 
The e-learning system allows learners to take the lead 
in fi nding their own learning requirements, determin-
ing learning goals and resources, selecting and apply-
ing learning approaches, and assessing learning conse-
quences, [1]. Learners can control their learning process 
based on their interaction with the system. In order to get 
most benefi ts from the system, educators have to know 
to which level does the students’ interaction behavior 
affect their performance and if there are other factors 
might play an important role in their learning progress. 
This research highlights the most important features of 
affecting students’ outcomes and explain in detail each 
feature by applying two types of selected features tech-
niques. Moreover, this study builds Student Performance 
Prediction Model (SPPM) using K-Fold Cross-validation 
method in three classifi ers: Decision Tree, Random For-
est, and Gradient Boosting Machine. The value of using 
“K-Fold Cross-validation method is that all the examples 
in the dataset are eventually used for both training and 
testing and it results in a less biased or less optimistic 
estimate of the model skill than other methods, such as 
a simple train/test split” [2]. 

The main goal of this approach is to classify students 
based on their interaction with the E-learning system 
which is approximated on the basis of Learning Man-
agement System LMS of student’s activity. By modelling 
other variables, a deeper understanding of the domain 
can be gained and useful relationships can be discov-
ered. Also, it is possible to use the proposed model to 
“fi ll in” unidentifi ed but essential information. After-
ward, SPPM can be used as an indicator for features 
affected student’s performance. Class level of each stu-
dent is predicted from two datasets provided in LMS: one 
with only student interaction behavioral features and 
the other one with all selected variables. Our experiment 
was run on data collected from different courses and for 
a student with different backgrounds, with a sample of 
480 different records. The goal in this paper is to apply 
selected features techniques before building the model 
to present the effectiveness of a set of student features 
in E-learning system, then building the proposed pre-
diction model. The rest of the paper is presented as fol-
lows: Section 2, particular information about E-learning 
system and classifi cation methods for prediction are 
provided. Section 3, reviews the associated works. Sec-
tion4 describe the materials used in this study. Section 

5 details of tools and methodology are present. Section6 
results are illustrated and analyzed. Finally, in Section 7 
the paper is concluded.

BACKGROUND

In recent years online learning is considered to be a par-
adigm of distance learning, which has long been a part 
of the American education system, and it has become 
the biggest sector of distance learning [3] [4]. One of the 
reasons for having a lot of discussion about e-learning 
is the obvious benefi t and its impact on our educational 
system in general. Furthermore, e-learning has become 
effective in educating students, useful in professional 
development, cost-effective to combat high education 
costs, and possible of providing a world-class education 
to anyone anywhere with a broadband connection [3] 
[5] [6] [7].

In E-Learning system, classifi cation has been widely 
used in order to fi nd a trend in which factor might affect 
the learning progress. It is considered to be one of the 
common processes for machine learning which are used 
in building effective models that categorized the dataset 
cases according to a class (label). The classifi cation has 
sub-process including dividing data into 70% or 80% as 
a training dataset to build the model, then 30% or 20% 
are remained to be tested by the generated model [8]. For 
Educational Data Mining, Classifi cation is used for pre-
dicting students’ outcomes. Some classifi cation methods 
are described in the following:

• Repeated k-fold Cross Validation technique -in 
some situation called Resampling Method (RM)-
is used to compare between two or more differ-
ent bioanalytical methods [2], more importantly, 
it optimizes the performance of the model as it 
divides the data set into a number of the fold (k). 
For example, if we use 5 fold cross validation so it 
splits the data into fi ve partitions uses four of them 
to train the model and the last one is a test parti-
tion. Then, this process is repeated many times for 
each chosen classifi er method to get more stable 
results.

• Decision Tree model has a structure similar to 
a natural tree in terms of branches, leaves, and 
roots but it is an inverted tree with the root at 
the top. Student’s performance is classifi ed then 
represented by leaves whereas branches character-
ize unions of selected features that lead to classi-
fi cations. Thus, a series of nodes and branches are 
ended by a leaf. The predicted class level is defi ned 
by tracing the path of nodes and branches to the 
ending leaf [8].

• Random Forest model is developed by aggregating 
trees and can be used for classifi cation if the type 
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of the predicted variable is categorical otherwise 
it can be used for regression. One of the most sig-
nifi cant advantages of RF is that it can deal with 
a large number of attributes and avoiding over-
fi tting. It also helps with features selected based 
on importance as the predictor variables randomly 
sampled as candidates at each split and the num-
ber of variables tried at each split (mtry) is a square 
root of the total number of features in the model as 
each node split using the best among a subset of 
predictors randomly chosen at that node [9]. Then 
it chooses best split at each node of variables tried 
at each split.

• Gradient Boosting Machine(GBM) is also com-
bined a number of trees as Random Forest does 
but the difference between them according to [10], 
“is that it incrementally improves the model by 
weight those cases that badly predicted before and 
give them a higher weight so to construct the new 
base-learners to be maximally correlated with the 
negative gradient of the loss function, associated 
with the whole ensemble in simple implementation 
way, which allows one to experiment with differ-
ent model designs”.

LITERATURE REVIEW

A number of studies have been investigated in perfor-
mance prediction in E-learning System or at a university 
level. The recent research in [11] a students’ behavior is 
connected with 151 models and 111.256 students and 
the results prove the importance of learning environ-
ment design in predicting and understanding student 
behaviour and performance in online and blended envi-
ronments, so it links the learner academic enhancement 
with a well-designed learning environment. The primary 
indicator of this study is that the academic retention 
affected by the learner activity on Virtual Learning Envi-
ronment. An Important study in [12] determine which 
factors predicted learner satisfaction and academic out-
comes, the fi ndings, indicate that the prediction of stu-
dent satisfaction and their academic outcome affected 
by learners’ behavior, which is measured by their social 
presence. Researchers in study [13] found that “students 
using PeerWise—an online pedagogical tool that recently 
created which enables students to be more active such as 
writing, sharing, answering, discussing and rating mul-
tiple choice questions with little to no input from the 
instructor—had better learning outcomes and improved 
perceptions of learning as well as motivation to learn”.

In research [14], a set of ML classifi ers are imple-
mented for two reasons: to predict the students’ outcome 
in e-learning courses and to determine the impact of the 
several features involved in the generated model. Esti-

mating students’ behavior and performance when using 
an LMS, Content Management System (CMS) or Virtual 
Learning Environment (VLE) imply the potential need 
for improving the virtual courses in the e-learning envi-
ronment. Course information such as “log-fi les” stored 
in the system databases and could be mined by educa-
tors using data mining classifi cation methods (e.g. Deci-
sion Trees, Regression, Neural Networks, Naïve Base, 
etc.) to extract the most signifi cant relationships and 
patterns, with the main scope of determining the asso-
ciation between students’ knowledge levels, e-learning 
portal usage times and students’ grades [15]. The author 
in the study [16] used Bagging, Boosting and Random 
Forest (RF), to predict students’ academic performance. 
In addition, the results shown in their study indicates 
that there is a strong relationship between student’s 
behaviors and their academic achievement. Moreover, a 
logging data which taken from the e-learning platform 
to predict students’ fi nal grades using a combination of 
classifi cation algorithms based on features selection, is 
presented in [17]. 

The study in [18] “determines the association between 
student’s demographic features, qualifi cation on entry, 
aptitude test scores, performance in fi rst-year courses 
and their overall performance in the program. This study 
identifi es an optimal set of admission indicators, which 
have the potential of predicting student’s performance”. 
To sum-up, many scholars have been investigated to 
fi nd the pattern that enhances students’ outcomes in 
their learning progress in e-courses. However, there is 
very little researches that highlight the effectiveness of 
student behavior and parent engagement features during 
the learning process and its impact on student academic 
success. This study will concentrate on the effect of stu-
dent engagement and the role of their parent involve-
ment in the e-learning system.

MATERIALS OVERVIEW

The Dataset used in this study, is collected from learn-
ing management system (LMS) called “Kalboard 360” 
as a case study (see http://www.ibrahimaljarah.com [1]) 
that is multi-agent and use a state-of-art technology to 
facilitate learning. The dataset contains 480 observa-
tions (student records) with 17 variables. These variables 
are categorized into four major groups: (1) Demographic 
variables such as place of birth, nationality and gender. 
(2) Academic background variables such as educational 
stage, grade level and section. (3) Interaction behavioral 
variables such as raised hand, visited resources, making 
a discussion on specifi c topic and announcement view. 
(4) Parent involvement variables such as answering sur-
vey, school satisfaction and parent who responsible for 
the student [1]. The target label that we want to predict 
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Table 1. LMS Dataset Description

No Attribute Description

1 Gender Student’s gender (nominal: ‘Male’ or ‘Female’)

2 Nationality
Student’s nationality (nominal:” Kuwait’,’ Lebanon’,’ Egypt’,’ Saudi Arabia’,’ USA’,’ Jordan’,’ 
Venezuela’,’ Iran’,’ Tunis’,’ Morocco’,’ Syria’,’ Palestine’,’ Iraq’,’ Lybia”)

3 Place of birth
Student’s place of birth (nominal:” Kuwait’,’ Lebanon’,’ Egypt’,’ Saudi Arabia’,’ USA’,’ 
Jordan’,’ Venezuela’,’ Iran’,’ Tunis’,’ Morocco’,’ Syria’,’ Palestine’,’ Iraq’,’ Lybia”)

4 Educational Stages Student’s educational background (nominal: “Lower level’, ’Middle School’, ’High School”)

5 Grade Levels
Student’s grade (nominal: “G-01’, ‘G-02’, ‘G-03’, ‘G-04’, ‘G-05’, ‘G-06’, ‘G-07’, ‘G-08’, ‘G-
09’, ‘G-10’, ‘G-11’, ‘G-12 “)

6 Section ID Student’s classroom (nominal: “A’,’B’,’C”)

7 Topic
Course topic (nominal:” English’,’ Spanish’, ‘French’,’ Arabic’,’ IT’,’ Math’,’ Chemistry’, 
‘Biology’, ‘Science’,’ History’,’ Quran’,’ Geology”)

8 Semester School semester (nominal:” First’,’ Second”)

9 Responsible Parent Parent who responsible for student (nominal: “Mom’,’Father”)

10 Raised hand- Times a student raises his/her hand on classroom (numeric:0-100)

11 Visited resources Times a student visits a course content(numeric:0-100)

12 Viewing announcements Times a student checks the new announcements(numeric:0-100)

13 Discussion groups Times a student participate in discussion (numeric:0-100)

14 Parent Answering Survey If parent answer the surveys (nominal: “Yes’, ’No”)

15 Parent School Satisfaction Parent’s school satisfaction (nominal: “Good’ ,Bad”)

16 Student Absence Days Total absence days (nominal: “above-7, under-7”)

17 Class Final grade (nominal : ‘H’ for high, ‘M’ for medium, ‘L’ for low).

is Class which denote to the student’s performance level 
and it is categorized into three classes ‘H’ indicates high 
performance, ‘M’ indicates medium performance and ‘L’ 
indicates low performance. More detailed is shown in 
table 1.

Statistical Summary:

In this section, we take a look at each group of features 
summarizing the most important one for better under-
standing. Based on the demographic variables: as shown 
in fi gure 1, the dataset consists of 36% males and 64% 
females. The students come from a different background 
but the majority of them come from Kuwait and Jor-
dan as 36% and 37% sequentially, the remaining 29% 
of students come from 14 other countries. The data set 
includes the school attendance feature as the students 
are classifi ed into two categories based on their absence 
days: 60% of them are under 7 and 40% of them their 
absence days above 7 days.

Regarding student’s parent related attributes as seen 
from the fi gure 1: below 61% of the parent are satisfi ed 
with the school and 39% are not. Another parent related 
feature, there are 44% of them are answered the survey 

and the remaining are not. The target variable that we 
want to take into our consecration named ‘Class’ and the 
students are divided into 3 categories based on their per-
formance as 44% of them are in the medium level, 30% 
in the high level and 26% of them are in the low level.

METHODOLOGY

The primary objective of this research is to determine 
whether the students’ engagement and parenting behav-
ioral in e-learning systems have a signifi cant impact on 
their performance or not and to fi nd out if there are 
any other features played important role in enhancing 
students’ performance. To achieve that, A Student Per-
formance Prediction Model (SPPM) is proposed using R 
language [2] and based on enhanced features selection 
and combined more trees using fi vefold cross valida-
tion to avoid overfi tting and examine three classifi ca-
tion methods: Decision Tree (DT), Random Forest (RF) 
and Gradient Boosting Machine(GBM) for measuring 
the unknown performance taken from new data sets 
(test data). In order to improve the quality of features 
(or students’ attributes) and to optimize the performance 
of SPPM, the proposed model build through two stages. 
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Figure 1. Individual Feature Visualization

Figure 2. SPPM Student Performance Predicted Model
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The fi rst one is selecting the importance students’ attrib-
utes by applying three types of correlation measures: 
Contingency Table Analysis is used to determine the 
association between the categorical variables and two 
correlation methods in R language is applied for other 
numeric variables. These measures are used to improve 
SPPM classifi cation accuracy and speed up the classifi -
cation.

The second stage is applying repeated k-fold Cross 
Validation techniques on the data set as shown in fi g-
ure 2. The performances of the three different models is 
generated and compared using six different evaluation 
metrics.

Data Pre-processing

Data comes from LMS could not be directly apply into 
machine learning methods. Data preprocessing is very 
important step before doing so, it transforms the row 
data into a suitable shape to be used by a particular 
machine learning algorithm. Data preprocessing used in 
this study includes data fi ltering, normalizing and fea-
ture selection.

Data Filtering and Normalizing

In order to minimize the impact of errors in the data set 
on succeeding analyses the fi lters are presented as psedu 
code and implemented in R language. This study uti-
lized fi ltering techniques to make sure that the data set is 
ready for the model. In the data set we take out 7 varia-
bles which are not considering to be a predictor variable 
because they are out of the scope of our study and not 
our focus. These variables are: Place of birth, National-
ity, StageID, GradeID, Topic, Semester, SectionID. Then, 
normalization to 0 - 1 scale is performed over attributes 
such as gender, Relation, Student Absence Days, Parent 
Answering Survey and Parent School Satisfaction and 
store them as a factor. The class attribute is the target 
dependent variable of the study and it has three classes: 

‘1’ represents weak students, ‘2’ represents middle level 
students and ‘3’ represent high-level students.

Features Selection

One of the most effective steps in getting better results 
is to build a model based on the most relevant features. 
In this section we apply two correlations techniques in 
order to choose the most relevant attributes that will 
affect the model. Regarding categorical predictor’s vari-
ables we applied the Goodman and Kruskal’s tau [3] 
measure as shown in fi gure 3. As we can see, there is 
a diagonal K values indicating the number of classes 
associated with each variable. The off-diagonal elements 
contain the forward and backward tau measures for each 
variable pair. In our model we want to decide the asso-
ciation between each independent variable and the tar-
get variable. The most obvious feature from this plot is 
the fact that the variable Student Absence Days is nearly 
predictable ((‘Class’,’ Student Absence Days’)=0.47) 
from class and this forward association is quite strong 
but not enough for predicting.

Unfortunately, this approach indicating one variable 
that is highly correlated with the target variable so that 
the Contingency Table Analysis [4] as another correlation 
approach is provided. In fi gure 4 we provide 5 bar charts 
from Contingency Table Analysis to utilize the relation-
ship between each variable and the predicted variable.

As we can see in fi gure 4 only 14% of the female 
students are getting low mark but the chance on getting 
low mark is increased in male side by 8%. Figure 5 con-
fi rms the previous results shown in fi gure 3 of the strong 
association between the students’ absence days and the 
students’ performance. It shows that only 96% from the 
students who has less than 7 days of absence get high 
marks while 91% of the students who has been absent 
more than 7 days get low mark.

In fi gure 6 we can see a strong relationship between 
parents who did not answering the survey and the stu-

Figure 3. Correlation Between Categorical Variables
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Figure 4. Relationship Between Gender and Class Level

Figure 5. Relationship Between Student Absence Days 
and Class Level

Figure 6. Relationship Between Parent Answering Sur-
vey and Class Level

dents’ grade level as 47% of them are fall in low level 
and only 13% of them getting high mark. Moreover, in 
fi gure 7 indicates that the ‘Relation’ variable has impact 
on the predicted grade level as only 12% of the students 
get low marks who their mother is the responsible par-
ent. The students visualized in fi gure 8, demonstrates 
the hidden impact of the parent school satisfaction vari-
able on the predicted variable. The parent who has a 
good background in the school effects the fi nal students’ 
academic performance. All the previous graphs are rep-
resenting the relation between the categorical variables 
and the object variable but to measure the correlation 
between the numerical variable which are the most 
important features in this study to examine their impact 
on the students’ academic performance we applied cor-
relation plot function in R language for all numerical 
features as shown in fi gure 9. 

As we can see getting dark blue color in some squares 
and light one on the other, the darkness color indicat-
ing the high correlated relation between the variables. 
Obviously all behavioral attributes are high correlated 
with the predicted variable as all of them getting more 
than 0.60 value excepting ‘Discussion’ variable which 

Figure 7. Relationship Between Responsible Par-
ent and Class Level

Figure 8. Relationship Parent School Satisfaction and 
Class Level
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Table 2. Correlation Between Numeric Variables

Raised hands Raisedhands Vis ITed Resources Announcements View Discussion Class
1.0 0.69 0.64 0.34 0.65

Vis ITed Resources 0.69 1.0 0.59 0.24 0.68

Announcements View 0.64 0.59 1.0 0.42 0.53

Discussion 0.34 0.24 0.42 1.0 0.31

Class 0.65 0.68 0.53 0.31 1.0

Figure 9. Correlation Between Numeric Variables

Figure 10. Comparison between Interaction Ratio for Individual Class

is a good indicator that this variable has less impact 
on the students’ performance. The total information 
shown in the table 2 about the value associated with 
each relationship are obtained using ‘cor’ function in R 
language. As we can see from both table 2 and fi gure 9 
the most signifi cant variables are ‘VisITedResources’,‘Ra
isedhands’, ‘AnnouncementsView ’ and ‘Discussion ’ has 
the lowest impact among the other behavioral attributes. 
This is a signifi cant indicator that students’ academic 
performance will be affected by their interaction with 
the E-learning System mainly by three factors: raising 
hands to gather or ask for an information, visiting the 

resources provided in the system for enrolled course and 
viewing their uploaded announcements

In Table 3, we calculate the average value of each 
students’ behavioral feature for all students with each 
class individually using the equation ! ∑” as n is the total 
number of observations with specifi c class and x is the 
sum of features for that class A,B,C and D as A refer-
ring to raised hands, B referring to Visited Resources, C 
referring to Announcements View and D for Discussion 
feature. As we ca n see in fi gure 10 the average participa-
tion for each student with class level ‘H’ is 64% while the 
percentage getting lower for whom with class ‘M’ or ‘L’.
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Student Performance Prediction Model (SPPM)

In this study, Student Performance Prediction Model 
SPPM is developed using data mining techniques for 
classifi cation and predicting the level of the students’ 
performance in E-learning system (LMS). A generated 
classifi er model makes use of a learning algorithm in 
fi nding a model that best defi nes the impact of two 
groups of features: students’ behavioral and parent 
engagement attributes on the students’ performance 
level. [5] We implemented SPPM based on LMS data-
sets after minimizing its variables to be only 9 variables 
including the target one which is selected based on fea-
tures selection techniques as mentioned in section 4.1. 
The resampling method or so called cross-validation 
is the machine learning method used in R language to 
build our model; the structure of that model was shown 
earlier in Figure 1. 

The algorithm has been trained on the datasets of size 
consisted of 480 observations. The predictors variables 
divided into two groups one regarding students’ behav-
ioral features such as raised hands, view announcements, 
visited resources, discussion and students’ absence days 
and the second group is regarding parent involvement 
features such as relation, parent school satisfaction and 
parent answering survey. We used fi vefold cross valida-
tion and repeat this process ten times to achieve bet-
ter results. In the following, we briefl y present the four 
well known machine learning techniques that we used 
in this study: A Repeated k-fold Cross Validation tech-
niques is applied for three classifi cation methods: Deci-
sion Tree (DT), Random Forest (RF) and Gradient Boost-
ing Machine(GBM), and compare between them in order 
to observe the best results in the study.The resampling 

methods is implemented two times: the fi rst time, we 
build SPPM model on Dataset I including only students’ 
behavioral variables and the second time on Dataset II 
including all selected variables. In addition to the accu-
racy measure, we used other evaluation techniques and 
methods to evaluate the results obtained in Section 5. 
The results and their evaluations are included in the next 
section (Analysis and Results) of this paper, where we 
used Specifi city and Sensitivity as other measures.

ANALYSIS AND RESULTS

Datasets used in this study contains the students’ behav-
ior, their parent engagement features, other information 
regarding topics been studied, students’ education back-
ground and the performance level of the specifi c topic. 
as described in Section 3. In order to identify a subset of 
variables that could improve the accuracy of all classi-
fi ers, we selected those features that were given by the 
feature selection techniques mentioned in Section 4.1.2. 
The students’ behavior features and their parent engage-
ment features have been used to predict the students‘ 
overall performance at the end of the degree.

As mentioned earlier, there is no classifi er better 
than other as the outperform of the classifi er depends 
on several factors, one of the most important one is the 
attributes. For instance, The accuracy of Decision Tree 
reached 64 %, while the accuracy of Gradient Boosting 
Machine reached 73% which is not good comparing to 
Random Forest method. When we apply the classifi ers 
on the Dataset I which includes only students’ behavior 
features as shown in table 3 the Random Forest method 
outperformed among the other classifi ers as it reached 
74% accuracy. While the accuracy of SPPM increases 

Table 3. Co mparison of Prediction Accuracies for 
Dataset I

Criterion
Accuracy

KappaValidation 
Data

Test Data

Decision Tree 0.67 0.64 0.44

Random Forest 0.98 0.74 0.59

Gradient Boosting 
Machine

0.77 0.73 0.59

Table 4. Comparison of Three Predictions Measures for Dataset I

Criterion
Balanced Accuracy Specifi city Sensitivity

Class Class Class Class Class Class Class Class Class

‘L’ ‘M’ ‘H’ ‘L’ ‘M’ ‘H’ ‘L’ ‘M’ ‘H’
Decision Tree 0.83 0.63 0.69 0.84 0.63 0.93 0.82 0.63 0.44

Random Forest 0.89 0.69 0.77 0.90 0.74 0.88 0.87 0.68 0.63

Gradient Boosting Machine 0.89 0.73 0.78 0.93 0.75 0.88 0.84 0.70 0.67

Table 5. Comparison of Prediction Accuracies for 
Dataset II

Accuracy

Criterion Validation Data Test Data Kappa
Decision Tree 0.64 0.61 0.44

Random Forest 0.98 0.80 0.76

Gradient Boosting 
Machine

0.81 0.77 0.69
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CONCLUSIONS

This research presented the effectiveness of students’ 
interaction behavior in e -learning system and used 
machine learning classifi cation techniques to predict 
a students’ performance. In this paper, three classifi ers 
are applied:(Decision Tree, Random Forest, and Gradi-
ent Boosting Machine) with K-fold Cross Validation and 
found that the Random Forest classifi er gives the best 
results when used with students’ dataset II (behavioral 
and parent engagement attributes). A student perfor-
mance predicted model (SPPM) is built, and the results 
show that the approach of using features selection tech-
niques is very effi cient and accurate in predicting stu-
dent’s performance as well as help in proper identifi ca-
tion of student at risk of attrition. Mostly, this study 
benefi ts the understanding the great impact of social 
case in predicting student’s performance by applying the 
resampling techniques. The results may help the edu-
cators to obstacle the low performance issue, by deter-
mining students that may be less interactive and send 
announcements to enhance them to be more active. The 
accuracy of our proposed model (SPPM) using behav-
ioral features and parent engagement features achieved 
up to 6% improvement compared to the results when 
removing parent features, and it achieved up to 80% 

Figure 11. Accuracy Rate versus ‘mtry’

Table 6. Comparison of Three Predictions Measures for Dataset II

Evaluation Measures Balanced Accuracy Specifi city Sensitivity
Methods Used Class ‘L’ Class ‘M’ Class ‘H’ Class ‘L’ Class ‘M’ Class ‘H’ Class ‘L’ Class ‘M’ Class ‘H’

Decision Tree 0.84 0.58 0.81 0.76 0.86 0.81 0.92 0.30 0.81

Random Forest 0.92 0.77 0.82 0.91 0.81 0.92 0.92 0.75 0.74

Gradient Boosting Machine 0.88 0.76 0.85 0.94 0.81 0.88 0.82 0.71 0.81

by 6% using Random Forest algorithms on Dataset II as 
shown in table 5 with ‘mtry’=2 as graphed in fi gure 11. 
In addition, we found that the parent engagement case 
has a signifi cant impact on the students’ performance.

Summing up, from the 3 models obtained on both 
Dataset I and Dataset II with k=6, the highest accuracy 
is obtained using Random Forest method. By looking at 
the accuracy of each class, we can notice that students 
with class ‘L’ or ‘H’ getting more prediction balanced 
accuracy compared to class ‘M’ for all classifi ers on both 
datasets as shown in table 4 and table 6. The reason 
for that might be related to the diffi culty of defi ning 
the students who will gain ‘M’ class without using any 
assessment features such as their results on assignments, 
midterm exam, quizzes or any other assessment.

Additionally, in Decision Tree ,Random Forest and 
Gradient Boosting Machine model the fraction of the 
students with class ‘H’ correctly identifi ed by the test 
dataset is 44% and getting higher in identifying stu-
dents with class ’L’ which means that might be because 
the dataset we used is unbalanced. Another reason for 
that, is students behavioral features and parent engage-
ment features consider to be a good indicator of students 
academic performance however, they are not enough 
to predict the performance without other assessment 
features.



218 STUDENT ENGAGEMENT EFFECTIVENESS IN E-LEARNING SYSTEM BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS

Nisreen A Alzahrani and Manal A Abdullah

accuracy using Random Forest method. The most 
effective behavioral features on our SPPM are visited 
resources, raised hands and the number of absence days. 
For future work, it is better to try more classifi ers, and 
working with the balanced  dataset or testing a different 
E-learning sources.
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ABSTRACT

Today there is massive applications that generate high volume of stream data like telecommunication systems and 
others. In this context, it is required to convert these data to valuable knowledge. Storing data stream to local storage 
and mining them can be considered as resource consuming process. Mining data streams means extracting valuable 
information and knowledge from continues data. This paper develops Adaptive sliding window random decision Tree 
(ASWRT). This model can learn adaptively from the changing data especially real time data that’s related to the wireless 
sensors networks. The results of this research based mainly on the idea of data segmentation. This technique is one of 
the primary tasks of time series mining. This task is often used to generate interesting subsequence from a large time 
series sequence. Segmentation is one of the essential components in extracting signifi cant patterns from time series data 
which may be useful in identifying the trend and changes in the prediction. The segmentations at ASWRT is mainly 
depending on mean and variance. The random decision tree has been employed as incremental builder for the tree for 
the purposes of classifi cation. Other components to improve accuracy has been employed like sliding window-based 
algorithm and concept drafting detectors. ASWRT has achieved high accuracy and time performance over huge volume 
of data stream. These data generated by built-in random generator in MOA package. It achieved accuracy of 98.75% at 
time of 17.20 second in general.
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INTRODUCTION

Due to the high informatic evolution, there is a huge 
volumes of data stream these data collected from differ-
ent resources like sensory data, transactional, and web 
data. These data generated in continuous manner as data 
stream. This type of data requires to be analyzed online 
as they arrive without storing them and wasting high 
amount of memory. Big data can be constructed from 
data streams. Big data is defi ned as large and complex 
data sets where traditional data processing are inadequate 
to process. Challenges in big data include many issues, 
such as analysis, capture, search, sharing, storage, visuali-
zation, querying, updating, and information privacy. The 
term “big data” often refers simply to the use of predic-
tive analytics, user behavior analytics, or certain other 
advanced data analytics methods that extract value from 
data. Big Data can be static on one machine or distrib-
uted and it can also be dynamic (stream). Data stream 
is considered as an ordered sequence of instances that 
can be read only once or a small number of times using 
limited computing and storage capabilities. Data stream is 
continuously changing based on time and this is consid-
ered as big challenge in the fi eld of data stream mining. 
Stream mining is the process of extracting knowledge 
structures from continuous, rapid data records. 

A data stream can be collected from computer net-
work traffi c, phone conversations, ATM transactions, 
web searches and sensor data. Data stream real time ana-
lytics are needed to manage the data currently generated 
at an increasing rate. In the data stream model, data 
arrive at high speed, and algorithms that process them 
must do so under very strict constraints of space and 
time. Consequently, data streams pose several challenges 
for data mining algorithm design like using of limited 
resources (time and memory). The data stream mining 

model can be implemented using many tools depending 
on the environment. This research will focus on MOA 
(Massive Online Analysis). MOA is a software framework 
that can be used to implement and run the streaming 
algorithms. It can be considered as open source frame-
work for data stream mining. It has many of machine 
learning algorithms classifi cation, regression, clustering, 
outlier detection, concept drift detection and recom-
mender systems and tools for evaluation, [2].

The process of designing data stream mining model 
is subjected to several conditions like results accuracy, 
amount of space consumed by the model and time 
consumed in learning this model. These conditions are 
mainly interdependent where the time adjustment and 
space used by the algorithm may refl ect high change in 
accuracy. In addition, storing more pre-computed infor-
mation, such as look up tables, an algorithm can run 
very fast at the expense of space consuming. The more 
time an algorithm has, the accuracy can be increased. 
In data stream environment, the developer should take 
care of time and space due to the high speed and the 
huge volume of data. In this research, a novel model has 
been developed which considered the memory space and 
time constraints by adopting the concepts of data estima-
tion and concept drift. Due to speed of the input data, some 
changes may happen to the data. These changes happened 
due to some problem in the networking, synchronization or 
accumulative error by time passing. These changes would 
affect the classifi cation negatively and would cause mis-
analysis of data. Data estimation is abstraction of data and 
also it is considered as the step of preparing and packag-
ing the input data stream in order to facilitate the process 
of classifi er, while concept drift is the process of detecting 
the change in the data stream and inform the estimator to 
refresh data and consequently the classifi er will perform 
some actions in the presence of drifting.

Figure 1. General framework [Mala & Dhanaseelan, 11]



BIOSCIENCE BIOTECHNOLOGY RESEARCH COMMUNICATIONS  RANDOM TREE DATA STREAM CLASSIFIER WITH SLIDING WINDOW ESTIMATOR AND CONCEPT DRIFT  221

Ebtesam Almalki and Manal Abdullah

The rest of this research is organized as follows: fi rst 
of all, some related works will be discussed, after that 
the general structure and all components of ASWRT 
proposed model will be explained and discussed. Finally, 
the model will be tested and analysed depending on sev-
eral criteria as can be seen later

RELATED WORK

Concept drifting means a change in the statistics of 
the data which happens due to different factors such 
as network synchronization or cumulative error done 
by the estimators. To avoid the effective of the concept 
change, there were many algorithms and models related 
to the subject of concept drifting. Last in [10] introduced 
a classifi cation for a system incorporate the info fuzzy 
network (IFN) for OLIN (On Line Information Network) 
classifi cation. OLIN input is continuous stream data, 
and the model is responsible for building a network. 
This network mainly depends on a sliding window as 
estimator of the most recent data. The system continu-
ously will changes the window size and all statistical 
variable recomputed depending on the current rate of 
concept drift. OLIN uses the statistical ratio of the dif-
ference between the training model and the accuracy of 
the current model to measure the concept stability. OLIN 
will adjusts the number of examples between model 
reconstructions continuously. OLIN also generates a new 
model for every new sliding window depending on the 
content of the window. This approach ensures accurate 
and relevant models over time and therefore an increase 
in the classifi cation accuracy. However, OLIN algorithm 
has very important disadvantages which is the high cost 
of creating new model each time.

Hulten, et.al have come up with Concept-change Very 
Fast Decision Trees CVFDT. It is considered as an algo-
rithm extension for VFDT to deal with concept change 
over decision tree. This algorithm allows to the model 
to learn in the same time of determining the concept 
change. This sycron can be achieved by continuously 
monitoring the accuracy of old decisions with respect 
to the content of the sliding window of data [1]. At [2] 
the researchers proposed model for building incremen-
tal decision tree by adopting the sliding window and 
using change detector. The window has been built line-
arly, depending only on the average of inputs. The main 
advantage of using a change detector is that it has theo-
retical guarantees, and this guarantee can be extended 
to the learning algorithms.

DATA STREAM MINING FRAMEWORK

In the fi eld of stream mining, mostly all algorithms 
adopted one or more of the following components [2]: 
windows for keeping the most recent values; mechanism 

to control the distribution change; and fi nally method 
for keeping updated estimations for some statistics of 
the input. These three modules are considered as the 
basis for answering three of the most important ques-
tions in stream mining.

• What should be remembered or dropped
• When to do the model refresh, and
• How to do this refreshing.

Three components are essential to prepare data streams 
for stream mining process. As shown by fi gure 1, Xt is a 
stream of bits representing data to be classifi ed. Estimator 
is the component of the model that’s responsible for com-
puting all the statistics on the input data and preparing 
data inside the window. The last component is the detec-
tor which is responsible for detecting the place of drifting. 
The idea at this research is done by basing the mining 
algorithm on sliding window. The next two subsections 
detail concepts of estimator and concept drift.

Estimators

The estimator is considered as numerical value of 
unknown parameter by applying some formula on lim-
ited population samples. High volume and open-ended 
data streams need processing methods [7] presents a 
series of designed criteria. The most important of these 
criteria are:

1. The consuming time needed by the mining algo-
rithm to process each data record in the stream 
must be small and constant

2. Smallest main memory wasting
3. Due to the nature of data stream, it should be a 

single pass algorithm, since streams cannot be 
hold for long time.

4. The model availability.
5. The model must show updated results at any point 

in time, it must keep up with the changes of the 
data.

The above criteria are important to build an adaptive 
learning model, but the fi rst two criteria can be consid-
ered as the most important and hard to be accomplish. 
Although many algorithms have been done on scalable 
data, most algorithms still require high amount of main 
memory in proportion to the actual data size. Their com-
putation complexity is much higher than linear with the 
data size. So, they are not equipped to cope with data 
stream [6].

The best way to avoid wasting memory is to use esti-
mator that estimates the behavior of the data stream 
depending on limited data. There are many types of 
estimators according to its purposes like liner estima-
tors, blue line estimators [3] and Gaussian estimator 
[12]
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Change Detectors

Traditional stream classifi cation algorithms developed 
to fi nd classes that are suitable for all points since the 
beginning of data. These types of algorithms do not 
refl ect the important issues that’s related to the concept 
drifting. Concept drift can be considered as critical prob-
lem in online learning. This problem is caused when a 
model based on old data cannot correctly refl ect the cur-
rent state of the data. Concept drift describes a gradual 
change of the concept where concept shift happens and 
when a change between two concepts is more abrupt. 
Distribution change [8], also is known as sampling 
change or shift or virtual concept drift [1]. It refers to 
the change in the data distribution. Even if the concept 
stays the same, the change may often lead to rebuild the 
current model as the model’s error rate increased. Stan-
ley [13] has suggested, from the practical point of view 
that it is not essential to differentiate between concept 
change and sampling change since the current model 
needs to be changed in both cases. Change detection is 
not an easy task, since a fundamental limitation exists 
in [5], the design of a change detector is a compromise 
between detecting true changes and avoiding false 
alarms.

ASWRT: ADAPTIVE SLIDING WINDOW 

RANDOM TREE

This research proposes a general method for building 
incrementally random decision tree based on keeping 
sliding window of the last instances on the stream. In 
order to clarify the idea, we should specify how the fol-
lowing requirements should be done:

• Place a change detector related to every node 
that’s make an alarm if some change happened at 
that’s node.

• Manage the process of creation and deleting of 
nodes in the tree

• Maintain estimator of the relevant statistics of 
every node that’s related to the current sliding 
window.

Adaptive Sliding Window Random Tree ASWRT is a 
model performing data stream classifi cation. It is based 
on three data stream components that’s mentioned 
earlier. The fi rst component is the estimator and it is 
responsible for preparing and estimating the statistics 
of the input data. Second component is the classifi er, 
the classifi er here is random decision tree that’s build 
inc rementally depending on the coming streams. Last 
component is the detector to keep the data updated and 
consistent. Figure 2 shows ASWRT model.

In general, the input to this algorithm is a sequence 
x1,x2,..., xt,... of data items whose distribution varies 
over time in an unknown way, the range of input values 
is [0,1] values or real value that can be rescaled later 
by the model. The complete transaction that’s happened 
inside the model is depicted in algorithm 1.

From the architecture, an estimator uses mean and 
variance of the inputs to estimates the desired statis-
tics. Then it prepares data into bucket inside the win-
dow. A copy of the window will be send to the classi-
fi er and another copy to the change detector in order to 
detect the changes in the concept of data. If a change is 
detected, the last added buckets will be removed from 
the window and the affected added subtree will also be 
removed.

Algorithm 1: Adaptive Sliding Window Random Tree (ASWRT)
Input: stream xt generated by random tree generator
Output: classifi ed input, accuracy of classifi cation and Time

Call Estimator
preparing data in buckets depending on some criteria see algo-
rithm 1

Call change detector
Determine whether change in statistics occur or not and mak-
ing alarm to the estimator if the change in concept occurred 
see algorithm 3

Figure 2. Adaptive sliding window Random Tree (ASWRT)
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Call DM algorithm
Making the classifi cation depending in the data that’s pro-
duced by cooperating of Estimator and detector, in order to 
determine time and accuracy of classifi cation the next steps 
should be followed:

1. Train the model over prepared set of data which is 
training set

2. Test the model using deferent data set to check the 
time and accuracy of the model

A SWRT Estimator

The process of building and reducing the sliding win-
dow depends on some statistical distribution computa-
tion especially mean μ and variance . The idea here 
is done by segmented all elements of data stream into 
buckets by algorithm 2. For each bucket Bi, a time stamp 
should be maintained. ASWRT model will be responsible 
about determining the following information which are: 
how many elements enter the bucket, the mean of these 
bucket and the variance. The mean of the elements in 
the bucket (μi), and the variance of the bucket (Vi). The 
actual data elements that are assigned to a bucket are 
not stored.

As shown with fi gure 3, the window will be initial-
ized at particular time stamp and it has a fi xed size. 
Inside the window, data will be segmented to number 
of buckets with elements (ni). Now let the most recent 
element denotes xt, so xt elements are inserted to the 
window. This element has time stamp t. So, at this time, 
the estimator has several cases. The fi rst case is when xt 
= μ1 & 1, this means that the arrived element has the 
same distribution parameter as of the current bucket. So, 
estimator extends the current bucket B1 to include xt. 
Otherwise, create a new bucket for xt. The most recent 
bucket becomes B1 and set new variance and mean for 
this bucket as 1 = 0, μ1 = xt, n1 = 1. The old bucket will 
be incremented by 1 (Bi+1). The second case, if the old-

est bucket Bi has timestamp greater than N, actual win-
dow size, then delete the bucket. Bucket Bi−1 becomes 
the new oldest bucket. Maintain the statistics of Bi−1* 
(instead of Bi*). The third case is occurring when con-
necting with Adaptive Sliding Window ADWIN change 
detector. In this case if change detected, then ASWRT 
drops the fi rst bucket from the head of the window Bi-1.

Algorithm 2: Estimator of ASWRT
Input: xt the new arrived element
1. If xt = μ1, then extend bucket B1 to include xt, by increment-
ing n1 by 1.
2. If xt! = μ1 then create another bucket for xt. The most resent 
created bucket becomes B1 with 2 = 0, μ1 = xt, with size n1 = 
1. An old bucket Bi becomes Bi+1.
3. “If the previous bucket which is Bm has timestamp greater 
than the time stamp of N, the bucket will be deleted. Bucket 
Bm−1 becomes the new oldest bucket. Maintain the statistics of 
Bm−1 instead of Bm, which can be calculated by the statistics 
of the previous deleted bucket Bm and the statistics of current 
oldest bucket which is Bm−1. the calculation in the next step.
4. If two buckets have been combined then the statistics of the 
new combined bucket will be as follow:

; ; 

5. if there is an alarm detected by the detector the drop the 
Bi and recalculate the statistics of Bi-1 depending on previous 
Bucket statistics
Output: ordered sequence of bucket inside window with its 
statistics see fi gure 3

ASWRT Detector

In the propose d ASWRT model, ADWIN change detec-
tor [8] is adopted to detect the concept drift. The slid-
ing window is adopted here to reduce the stale in data. 
In the window model the data stream will coming in 
continuous manner, only the most reacent part of data 
will be used for making the predications. The process of 
discounting the size of the window only happened by 

Figure 3. Visual explanation for the estimator steps
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fi xed parameters, that’s why the results of the estima-
tors vary according to this parameter. In this case every 
data elements are associated with weights that decrease 
over time. Here, only the last N elements arrived are 
considered relevant for answering queries, where N is 
the window size [2].

ADWIN model is an adaptive sliding window algo-
rithm that has an estimator with memory and change 
detector and is considered as a parameter-free adaptive 
sliding window. This means no fi xed parameter for the 
window size [12].

Results and Analysis

At this section, results of ASWRT will be shown depending 
on specifi c methodology. This methodology depends on the 
process of adjustments of the parameters that can affect the 
time and accuracy. Time is considered as the most impor-
tant signal about the goodness of the model due to the 
nature of streaming environment as well as the accuracy. 
ASWRT will considered as good model in data stream min-
ing if it satisfi es high accuracy in minimum time.

The experiment here will be done depending on 
many steps. These steps is determined by adjusting the 
parameters of classifi er and analyzing the impact of this 
adjustment. The adjustment will be performed depend-
ing on the following parameters

1. Number of attributes.
2. Number of instances.
3. Number of classes.

The results of testing ASWRT model start by adjusting 
the fi rst parameter which is the number of instances and 
the other parameters is adjusted to the default values. 
These default values are shown in table 1

Impact of increasing the number of instances on ASWRT

At this section, ASWRT will be examined by adjusting 
the number of instances to see their impact on the accu-

racy and time. The number of instances in this experi-
ment ranges from 100,000 to 1,800,000 instances, while 
the other  values have its default values. It is observed 
that the accuracy of classifi cation is increased from 
92.60% at 100,000 instants to 98.88% at 1,800,000 
instants, as shown in fi gure 4. It can be noticed that the 
accuracy becomes constat after 1,400,000 instants. The 
time result records 3.3s at 100,000 instants and 18.8s at 
1,800,000. We can also witness that the constant test 
time, along with the increase of instances. Figure 4 and 
5 show strongly increasing in accuracy and slightly lin-
ear increase in train and test times.

Impact of increasing the number of classes on ASWRT

In this section, the results of ASWRT has been shown 
with respect to the number of classes. The number of 
attributes and instances will be of the default values. 
Increasing number of classes shows an inverse rela-
tionship to the performance of the algorithm. ASWRT 
increases the number of classes from 2 to 8 classes. 
Here the number of attributes are 10 attributes, which 
is the default number for this parameter. The accu-
racy of classifi cation is decreased from 95.51% at 2nd 
classes to 88.63% at 8th classes. Figure 6 and fi gure 7 
show accuracy and time when increasing number of 
instances.

Table 1. The Experiment Default Values

Exper iment parameters Default values
Number of instances 500,000

Number of classes 3

Number of attributes 10

Number of passes 1

Model Random seed 1

ADWIN thresholds 0.05

First leaf level 3

Figure 4. Impact of increasing the number of instances on accuracy
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Figure 5. Impact of increasing the number of instances on time

Figure 6. Impact of increasing the number of classes on accuracy

Figure 7. Impact of increasing the number of classes on Time
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Figure 8. Impact of increasing the number of attribute on accuracy

Figure 9. Impact of increasing the number of attribute on time

Table 2. The  Result of Comparing ASWRT with 
Similar Works

Model ACC (%) Total Time(s)
Kappa 
stat (%)

ASWRT-ADWIN 95.793% 8.42s 91.369%

ANB-DDM 73.704% 6.77s 49.527%

AHT-ADWIN 88.43% 6.70s 83.652%

Impact of increasing the number of attributes on 

ASWRT

In this section, the impact of increasing the number of 
attributes on the proposed model are studied. All other 
values adjusted to the default values. The model records 
accuracy of 98.78% at 5 attributes and 93.70% at 25 
attributes the results of accuracy and time are shown in 
fi gure 8 and 9. ASWRT records high accuracy even if 
the number of attribute increased to 25 attributes. This 
result is considered as positive indicator about the qual-
ity of the model.

COMPARING ASWRT WITH OTHER MODELS

A comparison will be made between ASWRT model and 
other models to see its performance related to state of 
the art models. These models adopt linear estimator for 
estimating all statistics of the input and using ADWIN 
and DDM change detectors [8]. The DDM module will 
manage errors that’s produced by the learning model in 
the step of prediction. It will compare the statistics of 
two sub windows: the fi rst window contains the actual 
data, while the second will contains only the data from 
the beginning until errors increases. Their method does’t 
store these windows in stored in memory .They consider 
the number of errors in a sample of examples is modeled 
by a binomial distribution .when the number of errors 
increased the algorithm will prpose thats the distrbution 
is changed, and the current model decsions are inappro-
priate. Two classifi ers have been chosen for this experi-
ment which are naïve Bayes (NB) and adaptive Hoffding 
tree classifi er (AH). These models have been tested by 
running their codes, the code has been imported from 
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Figure 10. The accuracy of different adaptive model for classifi cation

Figure 11. The run time of different adaptive model for classifi cation

Waikato websites [2]. As shown in table 2, ASWRT and 
AHT classifi er give more accurate results compared to 
the naïve Bayes in both cases. While AHT and ASWRT 
show a proximity result with preference to ASWRT, the 
result depending on the running the three-models using 
MOA using default values for all parameters. Figure 10 
shows the accuracy of the three models, ASWRT shows 
the highest accuracy among others. While in case of 
time as shown by fi gure 11, ASWRT recorded acceptable 
time.

CONCLUSION AND FUTURE WORK

This research has concentrated on developing a novel 
model in the fi eld of data stream mining which is 
ASWRT. This aim has been achieved by applying two 
contributions; the fi rst one is the process of developing 
algorithm for the adaptive sliding window. This algo-
rithm has a several cases depending on type of data 

streams as discussed in algorithm 2. The output of this 
algorithm is ordered sequence of buckets inside the win-
dow. The second contribution was to apply drift detec-
tion process using ADWIN change detectors. The detec-
tor will cooperate with the estimator in case of drifting 
and the classifi er also have been modifi ed in case of drift 
by eliminate the affected leaves in the tree which may 
reduce the accuracy of the classifi cation. The evalua-
tion of the results was depending on two factors which 
are accuracy and time. The testing methodologies was 
depending on the adjustment of some parameter related 
to the classifi er to see the impact of this adjustment on 
the time and accuracy. In near future some extra func-
tions can be increased like multi-labelling and detect-
ing outlier to make a complete model and the developer 
should care of time because the time increase by increas-
ing the number of computations. Also, same model can 
tested in case of increasing the data throughputs and 
analysing the results.
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ABSTRACT

Ontology population is an instantiation of the ontology classes and subclasses. Ontology population is the main step 
in ontology construction. However, the manual population is a time-consuming task. Accordingly, automatic or semi-
automatic methods to populate an ontology are required. This paper suggests an approach for the creation of an ontol-
ogy and its population. The studied ontology is related to named entities in the holy Quran. The major contribution of 
this approach is to harness the benefi ts of learning methods, conjoined with statistical models to extract contexts (words 
surrounding a named entity) from Quran and Hadith and retain the weighty contexts for the recognition of supplemen-
tary named entities to populate the ontology.
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INTRODUCTION 

The Holy Quran is a document having its proper and 
unique style. It is a base knowledge discussing practi-
cally all life fi elds. Ontology is a type of knowledge rep-
resentation and it became a major device for numerous 
applications that are interested in the semantic content. 
A holy Quran ontology will offer a powerful representa-
tion of its knowledge. An ontology with named entities 

of the holy Quran will be useful for implementing many 
applications (information retrieval, information extrac-
tion). The population of this ontology is also a huge task. 

This paper aims to create an ontology related to 
named entities in the Holy Quran (names of god, angels, 
prophets…) from the holy Quran and prophetic traditions 
(Hadith). Hadith is considered as a very important source 
of Islamic knowledge. In our work, we preferred to use 
Sahih Al-Bukhari [4] and Sahih Muslim [5] collections to 
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extract instances of the concepts described by the ontol-
ogy.

This work proposes, also, a new approach, which is 
Natural Language Processing (NLP)-independent process 
for a semi-automatic population of a Quran ontology 
from texts (Quran and Hadith). This approach applies 
learning techniques and statistical models to acquire 
and classify ontology instances. 

The article is organized into fi ve sections as follows. 
Section 2 summarizes related work. Section 3 presents 
the proposed approach related to holy Quran ontology 
construction and population. Section 4 describes the 
implementation experiments. Finally, section 5 con-
cludes the work.

RELATED WORK 

 Several studies have been undertaken on the topic of 
Quran ontology. In this section, we introduce some 
researches that describe Quranic ontology.Quran corpus 
ontology that describes around 300 concepts in Quran 
and 350 relations between them. It is available at (http://
corpus.quran.com/ontology). Quran corpus focuses only 
on concepts mentioned in Quran and provides features 
such as Arabic grammar, syntax, and morphology for 
each word in the Holy Quran [2]. 

Another work in [1] developed an OWL ontologi-
cal model for Quranic concepts described in the Quran. 
SPARQL queries are then used to retrieve the knowledge 
from the Ontology where single queries can extract 
similar concepts of the holy Quran which are spread 
out over different chapters and verses.There are numer-
ous researches that developed a particular chapter in 
Quran or focused on particular subjects such as [3] that 
described domain ontology of living creatures and intro-
duced semantic search of the living creatures mentioned 
in the Holy Quran including animals and birds. Also 
[9] proposed an ontology for “Salat (prayers)” based on 
translated texts of the Quran. 

All the above mentioned works either focused on 
particular subjects in Quran or built ontology based 
on several concepts existing in Quran, but did not use 
approaches or methods to ensure that the conceptualisa-
tion is comprehensive.

The ontology developed in this paper augments con-
cepts from Quran and Hadith. Moreover, we provide in 
this paper a new approach to further extend the devel-
oped ontology using learning methods.

PROPOSED APPROACH

A large number of methods exist for ontological engi-
neering, describing the steps for the construction of an 
ontology. The building of the Holy Quran ontology was 

directed by the University of Stanford [6]. It comprises 
the following steps:

• Step1: Defi nition of the ontology domain and 
scope.

• Step2: Exploration of the possibility to reuse exist-
ing ontologies.

• Step 3: Identifi cation of the ontology terms. 
• Step 4: Defi nition of the ontology hierarchy of 

classes.
• Step 5: Defi nition of the classes’ attributes.
• Step 6: Defi nition of the attributes’ values.
• Step 7: Population of the ontology.

The steps we follow to develop the proposed holy 
Quran ontology baptized: NEQ-Ontology are as follows.

Step 1: Defi nition of the ontology domain and 
scope: this step allows determining the ontology domain 
by answering (A) a set of basic questions (Q), such as:

Q:  What is the domain that the ontology will 
cover?

A: Named entities in the Holy Quran and Hadith.
Q: For what we will use the ontology?
A:  For many applications dealing with the holy 

Quran, such as information retrieval, informa-
tion extraction, text mining…

Q:  What types of questions will the ontology 
answers to?

A: The names of God, angels, devil, hell, paradise…
Q: Who will use and maintain the ontology?
A:  Researchers interested in the study of the holy 

Quran and Hadith

Step 2: Exploration the possibility to reuse existing 
ontologies: the ontology “corpus. Quran” [7] is show-
ing a classifi cation of 300 concepts that appear in the 
Quran. This ontology is used to retrieve semantically 
relevant verses. However, this ontology does not hold 
all the class’ instances. For example, the god names 
are missing, only the name “Allah” exists. Also, some 
angels ‘names are indicated in the authentic texts: 
Sahih ElBukhari and Sahih Muslim (i.e. Israfeel, Monkir, 
Nakeer) do not exist in this ontology.

We will reuse some of the concepts that appear in 
this ontology [7], rather than develop a new one from 
scratch. However, we will make a new taxonomy and 
populate this ontology based on the Holy Quran and 
Hadith of Sahih ElBukhari and Sahih Muslim.

Step 3: Identifi cation of the ontology terms: a com-
plete list of the terms (in a non-structured form) related 
to the ontology domain is defi ned. For example God, 
angels, prophet, religion, language, Holy Book, food, 
disease, animal, body organ, mosque, vegetable, tree, 
Planets, events, month, day, location, mountain, color, 
etc.
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Step 4: Defi nition of the ontology hierarchy of 
classes: in this step, based on the terms defi ned in the 
previous step, classes are defi ned in a hierarchical tax-
onomy.

Step 5: Defi nition of the classes’ attributes: The 
properties are attached to classes or subclasses taking 
into account the inheritance between classes and sub-
classes. 

Step 6: Defi nition of the attributes’ values: The 
value types of the attributes are assigned to attributes. 
In addition, the multiplicity (the number of values for 
attributes) is determined, and the relations between 
classes. 

Step 7: Population of the ontology: in order to create 
the classes’ instances of the ontology, we used a semi-
automatic method. The process for the semi-automatic 
ontology population is proposed in the following algo-
rithm:

1. Instances Examples  
2. List-Occ  Find-occ (Instances, Quran, Sahih El 

Bukhari, Sahih Muslim)  
3. Cont  Find-Context (Instances, Quran, Sahih El 

Bukhari, Sahih Muslim) 
4. RankC  Rank-Context (Cont, Quran, Sahih El 

Bukhari, Sahih Muslim, Instances) 
5. Instances  Find-Exp (Cont, Quran, Sahih El 

Bukhari, Sahih Muslim) 
6. Instances-Validation (instances)
7. Return to step 2.

Our approach for populating the Holy Quran ontol-
ogy with named entities performs as follows: (1) we 
introduce for each concept a small set of confi dent and 
well-known instances as examples of named entities (i.e. 

Jebreel, Mikaeel). Then, (2) we search all occurrences 
of those instances on the Holy Quran and Hadiths. For 
these occurrences, (3) we identify words surrounding 
them. We call context of a named entities, the set of 
n words that precede and follow the named entity. (4) 
We calculate the ranking of contexts to assure the qual-
ity of these contexts. The aim of this step is to identify 
the most pertinent contexts that appear in the texts. The 
ranking function is computed as follows:

Figure 1. Shows an UML class diagram designing QNE-
Ontology.

Where, (cfi ) is the context frequency, (icfi ) is the inverse 
context frequency, (efi ) is the example frequency, and 
(iefi ) the example inverse frequency. These frequencies 
are computed based on the formula: Term Frequency-
Inverse Document Frequency (tf-idf) [8]. (5) Search seg-
ments matching the retained contexts. These segments 
are considered as newly named entity instances. (6) The 
found named entity instances are validated by an expert 
in Islamic knowledge and the initial set of instances is 
updated and extended by larger examples: the validated 
instances. (7) Perform a new iteration. In each iteration, 
the system learns, generates news contexts, and there-
fore new instances.

IMPLEMENTATION 

The Holy Quran ontology (NEQ-Ontology) is imple-
mented using the ontology editor Protégé 2000 [9]. The 
ontology consists of 15 super classes (Figure 2):

Individuals are used to represent the objects 
(instances) of the classes. For instance, Al_Quran, Bible, 
Torah are represented as individuals in the Class Book. 
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Figure 2. Example The NEQ-
Ontology (root)

Figure 3. Sample of the individuals.

Figure 4. Sample of the object properties of NEQ_Ontology

Mohammed, Musa, Essa are individuals in the subclass 
Prophet under Person class. Al-Qaswa is an individual of 
Cow subclass under Animal class. Figure 3 shows some 
individuals of NEQ ontology.

Properties are binary relations on individuals. Figure 
4 shows sample of object properties of NEQ ontology. 

For instance, in the context of the story mentioned 
in the holy Quran that describes the Almighty order to 
Bani Israel to slaughter a cow. We have Miraculous Cow, 

which is an individual in the COW subclass under the 
Animal class, and it is linked to Yellow individual via 
the object property has Color to describe the color of 
the Miraculous Cow. The individual Musa under Prophet 
class is linked to the individual Bani Israel of Tribal class 
via the property SenderTo. Moreover, the individual 
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Figure 5. Sample of class hierarchy of Animal

Figure 6. Class equivallent to specify Hunting Animal

Figure 8. Visulazation of  AlQaswa instance

Figure 7. OWL for Class equivallent of Figure 4

Musa is linked to the individual Miraculous Cow via the 
property has Mircaulous. 

A class can extend another class, for instance, Ani-
mal class in Figure 5 can be divided into a number of 
subclasses such as, Reptile, Mammal, Arthpod... sub-
classes and Mammal class can further be extended into 
a number of subclasses such as Horse, Ewe, etc. 

According to Sahih Muslim Hunting animal are fi ve 
which is Crow or Mad Dog or Kite or Mouse or Scorpion. 
We use class equivalent, which is a built-in property that 
links a class description to another class description to 
defi ne Hunting animal as shown in Figure 6. 

The OWL formalism of corresponds to the defi nition 
of HuntingAnimal can be shown in Figure 7. 

Protégé offers a number of visualization tools that 
facilitate visualization of the ontology structure. Figure 
8 depicts a view of Camel class, which is a subclass of 
Animal and has an individual call Al_Qaswa.

We used OntoGraf tool to visualize the ontology. 
OntoGraf is a visualization tool in Protégé which pro-
vides many features to visualize the structure of the 
whole ontology or part of it. It also supports various 
layouts to organize the structure of the ontology and 
view different relationships. For instance, the tooltip in 
Figure 9 showed extensive details about the properties 
of individual Al_Qaswa such as the source that men-
tioned Al-Qaswa, Al_Qaswa meaning,…etc. 
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CONCLUSION

This paper aimed to construct an ontology (NEQ-ontol-
ogy) related to named entities in the holy Quran. The 
referred named entities are not exhaustive in the holy 
Quran. For this reason, we have used prophetic traditions 
(Hadith) to populate the ontology and extract additional 
named entities. Hadith is considered as a very important 
source of Islamic knowledge. In our work, we have used 
the Sahih Al-Bukhari and Sahih Muslim collections.

In future work, we want to investigate methods to 
(semi)-automatically fi nd not only instances of classes, 
but also new classes of the ontology.This work can be 
extended to other Hadiths (al-Tirmidhi, Ibn Maja…) and 
Fiqh (Temporal interpretation of Sharia rules (Islamic 
law). In addition, implementation of complete applica-
tion covering the entire proposed ontology needs to be 
accomplished.
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Figure 9. Tooltip shows detaials of  AlQaswa
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