
Development of an intelligent Arabic text translation 

model for deaf students using state of the art 

Information technology 

Hassanin M. Al-Barhamtoshy*1, Nihal E. Abuzinadah2, Ahmed Nabawi3, Tarik F. Himdi4, 

Areej A. Malibari5 and Arwa A. Allinjawi6

1,2,4Department of Information Technology, Faculty of Computing & Information Technology, King Abdulaziz 
University, Jeddah, Saudi Arabia
3Faculty of Education, University of Jeddah, Jeddah, Saudi Arabia
5,6Department of Computer Science, Faculty of Computing & Information Technology, King Abdulaziz 
University, Jeddah, Saudi Arabia 

ABSTRACT

This paper presents an intelligent model to read, understand and translate Arabic text content into Arabic signs. The pro-
posed model includes four main phases, preprocessing, modeling language, translation, and sign generation phases. In 
the preprocessing phase, the corpora and the stop words will be employed. The language model includes morphological, 
lexical and syntax, and semantic analysis. This is in addition to stem, root extraction with ontological support, and num-
ber indication will be involved. Consequently, we have different features that represent the analyzed Arabic text (words’ 
meanings, words ordering, syntactic features, number features …). Therefore, the generation phase takes place to generate 
the equivalent Arabic signs using the signer model. Accordingly, the deaf and hearing-impaired people are showing the 
generated stream of Arabic signs using video or 3D Avatar. The proposed solution uses programming corpus written in 
Arabic language, so the generated dictionary/lexicon has limited set of Arabic words with their meaning. After getting the 
content data from the course, the language model analyzes and understands the content and store it into deep structure or 
internal representation, consequently, the system will generate the Arabic stream signs based on the signer model.
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INTRODUCTION

Now a day, disability, deaf-blind, and hearing-impaired 
need a communication way to deal with teaching and 
communicating the community and society. The com-
munication approach is to fi nd the best way to speak, 
understand, visualize and deal what they are need. Sign 
language is the most effective way to communicate with 
those people. Sign language used for deaf and hearing-
impaired people in order to facilitate the communication 
with community people (Abuzinadah, et al., 2017). A sign 
language recognition based on deep learning methodol-
ogy from video sequences is proposed in (Konstantinidis, 
et al., 2018) and (Kong & Ranganath, 2008). However, face 
expression, two hands gestures and body language have 
been introduced to adopt the recognition and generation 
tasks with deaf and hearing-impaired (Lim, et al., 2016). 

Other challenge point to work with the sign lan-
guage is the dataset needed to work with sign recog-
nition and sign generation. Some of this dataset uses 
only one hand (right hand), and others are signed with 
both hands, (Konstantinidis, et al., 2018) (Ronchetti, 
et al., 2016). Hand gestures provide important infor-
mation to work with sign languages such as ASL, FSL, 
DSL, RSL and also Arabic Sign language (ArSL) (Patel & 
Ambekar, 2017) (Nikam & Ambekar, 2016) . 

A more recent development in the academic, peda-
gogic and societal is a demand for legal recognition to 
emerge the hearing-impaired people into society (Harris, 
 2018). Therefore, sign languages are faced number of 
challenges related to socio-linguistic aspects for signing 
with the community (Quer & Steinbach, 2019).

A. Video Apprach 

A bilingual corpus for Arabic sign language has been 
created in (ElMaazouzi, et al., 2016) concerned with 
developing a corpus for sign language that meets com-
munication needs of the Arab deaf community. An alter-
native approach is presented to use video technology in 
Insign project to answer an online survey from 84 deaf 
over 22 diverse countries (Napier, et al., 2018). A deep 
learning method used to analyze and recognize video 
in sign language (Konstantinidis, et al., 2018) based on 
framework. In such work, video is examined and ana-
lyzed using images fl ow extracted features, and skeletal 
movement features (body, hand and face), in such case, 
each signed video corresponds separate word. 

B. 3D Avatar Approach

An assistant education model with 3D avatar is presented 
in (Ulisses, et al., 2018) to incorporate Virtual Sign as a 
translator between sign language and oral language.In 
last decade, an example-based approach is implemented 
as a translator in American Sign language (ASL) with a 

deaf people (Morrissey & Way, 2005). In addition, leap 
motion can be converted and therefore, translated into 
text using assistant device such as tablet machine (Escu-
deiro, et al., 2017). 

Simov (Simoy, et al., 2016) presented semantic-based 
approach to translate from Bulgarian and English in 
information technology domain. This approach is used 
for answering questions after employing of morphologi-
cal analysis for Bulgarian nature. Some troubles and 
diffi culties such as understanding the concept and the 
meaning of programming terminologies and related def-
initions need to additional elaboration. The idea behind 
that is, lexical units that have similar meanings should 
appear in similar context. Therefore, offi cial repository 
for semantic information for course contents and termi-
nologies defi nitions will be involved. 

MACHINE TRANSLATION FRAMEWORK

A simple prototype framework for translate Arabic text 
content to Arabic sign language using video or 3D ava-
tar will be described in this section. The framework of 
the proposed model accepts any Arabic text content and 
analyzes and understands such content and store such 
meaning into a deep structure or internal representation. 
The architecture of the proposed framework is illustrated 
in Fig 1. The proposed solution of ArSL signer based on 
rule and lexical-based approaches. It uses morphology 
phase and syntax phase in dependency trees, without any 
sophisticated methods (machine learning algorithms).

FIGURE 1. High Level of the Arabic Sign Lan-
gauge (ArSL) Translator Framework

C. Preprocessing Model

The proposed solution starts with retrieving Arabic text 
content, cleaning and preprocessing text data with ana-
lyzing, understanding with ways of language processing 
algorithms. Therefore, the “Arabic text content” must be 
aggressively fi ltered and corrected from obvious typos. 
So, syntactic analysis and semantic analysis will be 
explored. So, many NLP procedures will be involved, i.e.; 
word tokenization, stemming, POS tagging, word mean-
ing, topic model or ontology model. Therefore, in this 
chapter various fundamentals in Arabic NLP coupled 
with other state of the art techniques will be covered.
Consequently, the “Arabic text content” includes “Arabic 
stop words”, we need to remove these stop words before 
Arabic text analysis and understand. This in addition 
to make some corrections of the “Arabic text content”. 
After removing “stop words”, the language model takes 
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place to tokenize the “Arabic text content” stream before 
the POS tagger model. 

D. Language model

The objective the language model is to analyze and 
understand the content text in order to extract the 
relevant information and create the internal features’ 
representation of the analyzed text. This internal rep-
resentation is very important to generate the equivalent 
of the signs of the Arabic sign language (ArSL). In this 
part, we are going to cover several procedures to process 
the Arabic text content along with examining content 
analysis. Therefore, ways of techniques to analyze and 
understand the Arabic content: text cleaning and text 
normalization, stop words removing, word tokeniza-
tion, word stemming, and POS tagging. Consequently, 
the task of the language model includes several phases, 
tokenizer, morphological, syntactic and semantic analy-
sis phases. Therefore, the language model uses a well-
defi ned dictionary, lexicon and grammatical rules. The 
output results of the language model are used to achieve 
the internal deep structure (internal representation). 

E. Phrase treatment and Arabic Grammar

The fi rst step includes two entirely steps: sentence/phrase 
splitting and word derivations with affi xes processing. 
Any Arabic text content will be segmented into sepa-
rate sentences/ phrases (chunks). The Arabic phrases are 
classifi ed into noun phrases (NP) or verb phrases (VP). 
We can extract the noun phrases from the Arabic text 
content, and consequently, identify noun, proper noun, 
and extra noun phrase from the text. 

additional increase in complexity to understand and 
analyze the actual meaning for Arabic phrase structure 
happened.

F. Tokenizer Phase 

After that, each sentence/phrase will be segmented into 
separate words (tokens). So, the morphological analyzer 
takes place to analyze and make derivations of the cur-
rent word and remove affi xes from it, and therefore, fi nd 
root, stem, prefi x, suffi x, and infi x (if it is existing). The 
affi xes is processed to fi nd out additional parameters 
or indictors to support the word type (verb, noun, char-
acter, etc.), gender, tense for verb, number “singular or 
plural” (Al-Barahamtoshy & Al-Barhamtoshy, 2017) (Al-
Barhamtoshy, et al., 2014). Details of the preprocessing 
phase and the details of tokenizer module are shown in 
Fig 2 (Al-Barhamtoshy, et al., 2007). Arabic text content 
as inputting will be translated into stream of signs.

The Arabic grammar is fl exible with phrase and sentence 
structure in word ordering. The simple Arabic phrase has 
three forms (read from right to left): 

FIGURE 2. Language Model and Part of Speech Tag-
ging (POS)

G. Ontology Phase

The ontology term is used to describe conceptualiza-
tion of linguistic terms for representing entities in 
the domain. Other researchers are using ontology as 
resources of knowledge to measure the semantic simi-
larity between analyzed tokens. 

We are now moving from corpus data (unstructured 
data that includes programming contents) to deep struc-
ture or internal representation (semi structured data). If 
we know the course author name, we also know that 
author lives in country; author write books that are pub-
lished on certain dates and written in a particular lan-
guage, etc. There is a whole series of information to be 
drawn from this story scenario- this is the goal of the 
ontology. In addition, phonology helps us understand 
missing data. If the NLP analyst has realized the author 
and title, what has not been recognized? It seems that 

In English, the phrase might be (Student understood 
the program) => <Subject> <Verb> <Object>. Therefore, 
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the book is published in programming domain. So let’s 
look for history - it’s there. Moreover, it seems that the 
language is also involved - we can fi nd it too.

This section presents additional formal linguistic 
information about word meaning (Arabic ontology). 
This formal representation describes the concepts of the 
Arabic programming terms within the course descrip-
tion. The formal representation includes terms concepts 
and their semantic relationships (see Fig. 3).

tion process of the “primary programming content” to 
stream of Arabic signs at KAU university using both 
the two methodologies (video and Avatar). Therefore, 
SQL database can be used to generate the output stream 
using RDF, OWL and XML (visual ontology design). Fig 
5 illustrates relation between the analyzed text content 
(internal/deep features’ structure) and the visual ontol-
ogy design module.

I. Sign Language Dictionary and the Signer

Many of bilingual dictionaries have been designed to 
support several sign languages over the world (Bouzid 
& Jmni, 2017). Each of these dictionaries tries to search 
and fi nd the equivalent signs. 

In this paper, we will use two methodologies of dic-
tionary building. The fi rst methodology is the video and 
written word utterance equivalent. The second is the 
sign written word with Avatar transcription. The ArSL 
translator try to fi nd the video/avatar equivalent with 
the analyzed Arabic text. The only thing we need is large 
data. However, depending on how we plan to use our 
model, we need to be more or less satisfi ed about the 
quality of the dictionary and lexicon we use. When in 
doubt, the general rule is the more data we have, is the 
better. 

Moreover, depending on the corpus size (text con-
tent), training can take several hours or even days, but 
fortunately we can store the analyzed data and extracted 
features on a storage disk. This way we do not have to 
do the analyzed tasks of model training every time we 
need to use it. 

FIGURE 3. Word Ontology Parsing

The detailed design of the complete proposed solution 
is illustrated in Fig 4. We are now moving from corpus 
data (unstructured data that includes an introduction for 
Java programming contents) to deep structure or inter-
nal representation (semi structured data).

FIGURE 4. Arabic text 2 (ArSL) Sign  Translator

The ontology provides semantic information about 
the analyzed words. Thus, the system performs “word 
sense disambiguation” (WSD) using the analyzed part of 
speech (POS) for deciding best notation. Therefore, an 
ontology-based in the information technology domain 
is created. It is used to enhance the semantic accuracy 
in the Arabic-signs translation. The syntactic analysis is 
done fi rst (Al-Barahamtoshy & Al-Barhamtoshy, 2017) 
(Al-Barhamtoshy, et al., 2014) using Arabic grammatical 
rules (Al-Barhamtoshy, et al., 2007)]. 

H. Ontology Domain

The deep structure of the analyzed Arabic text is used 
to generate ontology programing domain. The proposed 
ArSL translator is mainly intended to provide transla-

FIGURE 5. Anayzed text and Visual 
ontology Design

The solution takes the analyzed deep structure of the 
analyzed text and converts this structure into RDF using 
OWL and XML. Therefore, if ontology (repository) signer 
is ready with semantic concepts, the signer is ready to 
translate.
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CORPORA CREATION

Many courses related to programming can be used to 
create dataset (dictionary and lexicon) of the proposed 
solution with the Arabic Sign Language (ArSL). The 
generated video terms with our corpus includes 149 
samples. Table 1 and table 2 illustrate some examples 
that are selected from the created corpus. The following 
equations describes the tree domain of corpus regular 
expression that, includes our proposed corpora. 

The ArSL language is a derivative of spoken-written 
Arabic language, and therefore it is not a language by 
itself. This in addition to reordering of the signs or the 
position of signs. Such position or reordering of the 
signs’ criteria will be taken into consideration, table 3 
illustrates the word evaluation form, according to posi-
tion or reordering of 10 Arabic signs.

The equations in 7, 8, and 9 illustrate the different 
regular expression (in BNF grammars) to formulate the 
ArSL derivation grammars. 

TESTING AND EVALUATION

To test and evaluate the proposed “Arabic Text to Arabic 
Signs” translation system, a human effort is used with 
respect to the equivalent translated signs. There are eval-
uation metrics that used to measure the quality between 
different machine translation solutions, but they are not 
used in sign translation. Therefore, an evaluation sheet 
has been prepared, includes the 10 technological trans-
lated defi nitions in the proposed dataset of the ArSL. 
Table 4 illustrates the proposed evaluation form. 

Word Error Rate (WER) is used to evaluate machine 
translation and automatic speech recognitions (Al-Bar-
hamtoshy, et al., 2014). The WER criterion based on the 
following:

Where N represents total words in the dataset, I repre-
sents the number of words/signs that are inserted, D is the 
number of words/signs that are deleted, and S is the num-
ber of substituted words/signs in the translation process. 

The WER is implemented based on the Levenshtein 
distance for words matching between original content 
(Java course) and the signed content (signed by ArSL). 

Therefore, the accuracy is computed by:

The ArSL prototype system is implemented in Python 
language. The following fi gures (Fig 6 (a):(f)) and (Fig 
7 (a): (f)) are the outputs of the two proposed models 
(video and Avatar). 
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Next, we compare between the two models’ video and 
avatar, using the predefi ned corpora. The deaf human 
expert evaluates each corpus’ word by word using the 
created dataset. Table 4 describes the evaluation pro-
cesses of the proposed dataset, considered word error 
rate (WER), sensitivity, and specifi city. 

experts using WER to measure the errors in the gener-
ated Arabic sign results. We selected the original course 
text content compared to the generated (translated) signs 
output using ArSL. Fig. 5(a) illustrates the WER for the 
two approaches. Experiment #2 describes the precision 
and recall for the used corpora using the two approaches 
video and avatar. 

FIGURE 6. Evaluated samples of output results 
for the Video approach

We analyzed the proposed corpora: Arabic text con-
tent corpus, video corpus and avatar corpus. We col-
lected the errors, and then classifi ed them into the two 
using approaches video and avatar. Table 4 illustrates 
the details of the evaluated work achieved by human 
experts. Therefore, the table demonstrates the WER, 
precision, and recall of the proposed translation using 
the two approaches. We found no signifi cant difference 
between the two approaches video and avatar for the 
Arabic sign translation. Also, no statistically differences 
between the two approaches for precision and recall. The 
overall evaluation analysis of the output result demon-
strates the effectiveness of our two approaches using the 
proposed translation solution of the Arabic text content 
to the Arabic sign language. 

The accuracy performed through two experiments. 
Experiment # 1 using evaluator procedure with human 

FIGURE 7. Evaluated samples of output results 
for the avatar approach

Fig 8 displays the comparison between the two 
approaches for the WER and the precision and recall for 
the evaluation form. 

A. Experimental Testing

In real test, the ArSL corpus includes 150 of video signs 
stream in the domain of Java programming. It consists 
from 55 video for computational terms, 50 videos signs 
for reserved terms, and 45 terms for control and condi-
tional statements. The ArSL signer test shows the num-
ber of correct and non-correct for deaf people at the 
committee student test (Table 6). 

The total average value of WER for the sign under-
standing is derived with the proposed approach on the 
perception of the conducted human expert. The exper-
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imental results show that the WER for signing of (1) 
computational-terms is 7.27%, (2) for Java reserved 
words (terms) is 4.00%, and (3) for control and condi-
tional statement is 11.11%. The overall WER for the pro-
posed work is 7.46 %. 

used in translation for deaf and hearing-impaired chil-
dren. For this purpose, 100 video and 100 avatars were 
tested and evaluated. 

An expert human assessed manually, the two corpora 
of the proposed work. Then, this evaluator measured 
improvement according to the information technology 
and programming domain. 

Future work will include well-known bilingual dic-
tionaries/lexicons with mapping process to RDF and 
OWL for content translation. In addition, BLEU will be 
involved as metric to evaluate the meaning in the output 
result of the proposed system. 
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