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ABSTRACT

The concept of the data stream has emerged as a result of the evolution of technologies in various fi elds for instance: 
banking, electronic commerce, social media, and many others. It represents the sequence of data examples that are gen-
erated at a very high speed which can be hard to be stored in memory. Thus, it became hard to extract valuable infor-
mation from the continuous data stream using traditional data mining. Data Stream Mining DSM algorithms should 
fulfi l some requirements such as limited memory, concept drift detection, and one scan processing. Concept Drift must 
be tracked to avoid poor performance and inaccurate results of predictive models. It refers to the changing in the data 
stream distributions due to several reasons including the changes in the environment, individual preferences, or adver-
sary activities. In this paper, we will analyze the classifi cation algorithms handling concept drift for DSM. Also, popular 
concept drift datasets, data stream tools, and evaluation measures will be presented.
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INTRODUCTION

Nowadays, millions of people around the world share 
data anywhere and anytime. The emerging technologies 
in telecommunications, entertainments industry, social 
media sites, banking services, and other applications 
have led to the massive growth of generated data stream. 
The data stream can be referred to the sequence of data 
examples that produced at a very high rate and arrive 
continuously at a potentially infi nite stream. According 

to the “10 Key Marketing Trends For 2017” report,” 90% 
of the data in the world has been produced in the last 
two years only, 2.5 quintillion bytes each day (Web-1). 
As a result, the massive amount of data cannot be stored 
for farther processing and mining. So, the data stream 
mining concept has emerged to extract the knowledge 
from the data stream and provide real-time processing. 
However, it has some constraints that must cope with 
such as and concept drift, limited memory, and one scan 
of the data. Concept Drift is referring to the changes 
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in data concepts over time. This may result in wrong 
predictions and inaccurate results. In non-stationary 
environments, learning a model from unstable data can 
result in inaccurate results and predictions. The underly-
ing data distribution may change, so the model will not 
be consistent with the new data anymore. For exam-
ple, predicting a customer’s behavior toward shopping, 
where her/his preferences have been changed. Thus, this 
will produce wrong results based on old data. So, con-
cept drift must be handled and tracked using detecting 
methods that can cope with the data stream.

Data stream mining with concept drift handling were 
highly studied last decade. There are many surveys stud-
ies have literature the data stream mining from different 
perspectives. The authors in (Gama et al., 2014) have 
surveyed the state-of-the-art adaptive learning algo-
rithms with concept drift detection. They have addressed 
the concept drift through various applications and high-
lighted several evaluation techniques. In (Khamassi 
et al., 2016) the authors have presented general criteria 
to help researchers in designing their concept drift han-
dling methods. They have categorized the existing c on-
cept drift algorithms according to these criteria. Also, 14 
drift detectors have been evaluated in (Barros and San-
tos, 2018) using six artifi cial datasets and compared in 
term of accuracy and detection. The authors have used 
Naive Bayes (NB) and Hoeffding Tree classifi ers to test 
the drift detectors.

In this study, we will present the data stream min-
ing components. We will address the problem of con-
cept drift in classifi cation algorithms and highlight the 
exciting state of art handling methods. Besides, the most 
used datasets, tools, and evaluation methods will be pre-
sented. This rest of this research is organized as follows. 
In Section 2 we will discuss the concept of data stream 
mining. In Section 3, DSM components will be presented. 
The most used dataset and evaluation methods in data 
stream mining studies will be presented in Section 4 and 
Section 5 respectively. Section 6, will present DSM tools 
and conclude the study in Section 7.

DATA STREAM MINING

Learning a model is considered as an essential step in 
data mining and machine learning (Mittal and Kashyap, 
2016). Previously, it was done in static environments 
where the whole datasets are available, stored and can 
be accessed many times. On the contrary, learning from 
massive datasets in non-stationary environments which 
has become a challenging area. The huge generation of 
continuous data in everyday applications has emerged 
the concept of data stream.

The data stream is a sequence of potentially non-
stop data instances that can be read and processed only 

once. As technologies evolving, traditional data min-
ing has become hard to deal with the stream of data 
on the Internet of Things IoT, web searches, banking 
transactions and many more (Gaber, 2011). Thus, the 
data stream mining has become an attractive research 
area. Data stream mining refers to the process of fi nding 
knowledge and valuable pattern in continuous, poten-
tially infi nite, and high-volume data streams. It plays 
an essential role in predictive modeling and decision-
making. Data stream mining has serval challenges that 
must be overcome including the following:

• Resource constraints: the data stream is potentially 
infi nite, huge and comes in high speed, so it is 
hard to be stored in a memory. Also, the process-
ing time must be as shorter as possible (Kantardzic, 
2011).

• One scan: data stream cannot be accessed ran-
domly or many times (Kantardzic, 2011).

• Data preprocessing: Since data is continuously 
arriving, it is not feasible to use manual data 
preprocessing methods. it should be fully auto-
mated and automatically updated as data evolving 
(Krempl et al., 2014).

• Privacy and confi dentiality: the data stream is 
infi nite and comes in portions, so the information 
will not be incomplete. In this case, it is hard to 
judge the privacy of a model that has a data stream 
as input (Krempl et al., 2014).

• Concept drift: data instance may change over time.

DATA STREAM MINING COMPONENTS

The massive data stream can be generated from social 
media applications such as Twitter, Facebook, Pinter-
est (Mohanty et al., 2015). Also, the health, economic, 
fi nancial industry, and many others. The process of the 
data stream mining involves several components as 
shown in Figure 1 including the streaming data as input, 
estimator, data mining algorithm, drift detection and the 
extracted knowledge as output.

Input

The data stream can be generated from different sources 
such as web searches, social media posts, real-time sur-
veillance systems, banking activities, and other non-
stationary environments.

Estimators

Estimation is a critical step that prepares the data stream 
to the knowledge extraction process. Data stream exam-
ples must be processed in real time due to its high speed. 
Also, it cannot all be stored in a memory. So, Estimation 
methods are needed to select a subset of the arriving 
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Figure 1. The Main Components of Data Stream Mining

Table 1. Estimation Method (Žliobaite et al., 2016).

Estimation Methods Method type Description Key points
Sampling Data-based method An old statistical method that concerned 

with the probability processing a data item 
or not

The main obstacle with sampling is 
that it is not possible to determine 
the size of the dataset

Load shedding Data-based method The process of dropping a series of 
examples in the streaming data

It is not easy to be implemented in 
the data stream algorithms because 
the dropped data might be used in 
structuring the models

Sketching Data-based method The method of sampling the stream 
vertically

The main disadvantage of sketching 
is that of accuracy

Synopsis data 
structures

Data-based method The method of converting the summary of 
the streaming data into data structures and 
use it for analysis purposes

The main synopsis data structures 
are frequency moments, wavelet 
analysis, quantiles, and histograms

Aggregation Data-based method The process of summarizing the data 
stream using computing and statistical 
measures

It is not recommended to be used 
with distributions that have high 
fl uctuating data

Approximation Task-based method The process of designing stream mining 
algorithms for computationally hard 
problems

It considered a good solution for 
data stream mining problems

Sliding window Task-based method The process of analyzing recent data 
streams and summarizing the old versions.

It emphasizes recent data and easily 
understood

Algorithm output 
granularity

Task-based method The process of mining the data stream, 
adapting resources and merging the 
extracted knowledge when memory is full

It performs well with very high 
fl uctuating data distribution

data stream. It can be categorized into data-based and 
task-based techniques as shown in Table 1.

Data Stream Classifi cation and Concept Drift

Data Stream Classifi cation

Classifi cation is a supervised machine learning algo-
rithm. It uses the past data (training set) to build a model 
and then (2) use it to predict class labels (testing set) (Han 
et al., 2012). Classifi cation algorithms in non-stationary 
environments must fulfi ll the data stream requirements 
regarding the processing time, limited memory and one-
time scan. In the dynamic environment, some instances 
in streaming data may change over time because of 

the high velocity and limited memory, and this called 
concept drift. It is the changes in data distribution of 
the output given the input, while the distribution of 
the input may stay unchanged (Gama et al., 2014). For 
example, predicting a customer’s behavior toward shop-
ping, where her/his preferences have been changed. 
Thus, this will produce wrong results based on old 
data.

Concept Drift

Concept drift occurs between two points of time t0 and 
t1 when the joint distribution of x(independent variable) 
and y( target variable) at time t0 is not equal to the joint 
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distribution of (x,y) in t1 (Gama et al., 2014). It can be 
represented as:

                           pt0(X, y) ≠ pt1(X, y).                                        (1)

Concept drifts may occur if there is a change in: (1) the 
prior probabilities of classes p(y), (2) the class-condi-
tional probability distributions p(X,y), or (3) the poste-
rior probabilities p(y|X).

Con cept drift in the data stream may happen due to 
different reasons such as the changes in environment, 
individual preferences, or adversary activities (Zˇliobaite 
et al., 2016). It may happen in different forms as shown 
in Figure 3: (1) sudden drift: when a concept changes 
to another abruptly, (2) incremental drift: when there 
are many intermediate concepts in between, (3) gradual 
drift: when the concepts emerge in un suddenly way 
over time, and (4) reoccurring drift: when old concepts 
reappear after some time.

Data stream classifi cation algorithms can be catego-
rized into single classifi ers and ensembles algorithms. 
Regarding concept drift adaptation, some algorithms 
update their classifi ers continuously in the occurrence 
of drift or not. Others algorithms trigger changes in the 
classifi er whenever a drift is detected (Gama et al., 2014).

Data Stream Classifi cation Algorithms with concept drift

Data stream classifi cation algorithms with concept drift 
can be classifi ed into single classifi er algorithms and 
ensemble algorithms.

Single classifi er

Some single classifi er algorithms observe and detect the 
drift in the data distribution by using statistical methods 
and keep track of the base classifi er performance (Mittal 
and Kashyap, 2016). In case of discovering drift, it will 
alarm the base classifi er to update it or rebuilt it such as:

• The authors in (Gama et al., 2004) have designed 
the Drift Detection Method (DDM) that monitors 
the classifi er error-rate. If the error rate reaches the 
warning and drift level, then we can observe that a 
data distribution has been changed.

• DDM detector has been modifi ed into an improved 
version named Early Drift Detection Method (EDDM) 
in (Baena-Garcıa et al., 2006). EDDM used to detect 
gradual drift that emerge slowly by considering the 
distances between the classifi cation errors.

• Reactive Drift Detection Method (RDDM) is another 
modifi ed version of DDM (Barros et al., 2017). The 
proposed Algorithm has overcome the problem of 
performance loss of DDM by discarding the older 
examples. It periodically recalculates the DMM cal-
culations that determine the alarm and drift lev-
els. Also, the drift occurs whenever the number of 
examples in the alarm level reached the threshold.

Other algorithms detect concept drift using windowing 
techniques by comparing the distributions the windows 
such as:

• ADWIN (Bifet and Gavald, 2007) detects the differ-
ent types of changes using sliding windows with 
the most recent examples. Concept drift can be 
observed if the means between two sub-windows 
is greater than the threshold. As the window grows, 
the processing time becomes longer. Thus, authors 
have proposed a developed version called ADWEN2 
to satisfy the memory and time requirements.

• Concept adapting very fast decision tree is another 
algorithms that use single classifi er (Hulten et al., 
2001). It extended the VFDT algorithm with the 
ability to detect the concept drift. Also, employs 
sliding window to keep the classifi er updated with 
the recent instances.

• Autho rs in (Du et al., 2014) have proposed a win-
dow-based algorithm called ADDM where the size 
of the window is dynamically determined. It detects 
the concept drift by keeping track the entropy of 
the window. It reports a concept drift when the 
entropy is equal one. ADDM has been evaluated 
using seven datasets containing different types 
of concept drift. It showed good performance in 
detecting drift comparing to other methods. Also, 
it obtained high accuracy.

• The authors in (Liu et al., 2017) have proposed a 
fuzzy windowing method to adapt concept drift, 
named FW-DA. The proposed algorithm reports a 
drift when there is a signifi cant difference between 
the test statistics of the current window and the 
old window.

• The authors in (Nishida and Yamauchi, 2007) have 
proposed STEPD algorithm that considers the accu-
racy of two windows recent and old. Drift is dis-
covered if there is a signifi cant difference between 
the two windows which calculated through a sta-
tistical test.

• The authors in (Pesaranghader and Viktor, 2016) 
have proposed Fast Hoeffding Drift Detection 
Method (FHDDM). The proposed method monitors 
the probabilities of correct predictions over the 
sliding window. It compares the maximum and the 
most recent probabilities and observes the change 
if the differences between these probabilities equal 
or exceed the threshold.

Ensemble Classifi ers

In this approach, the algorithms use a set of classifi ers 
where each classifi er is assigned a weight and adapt-
ing to the changes by updating its components and its 
associated weights (Mittal and Kashyap, 2016) such as:
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• DWM (Kolter and Maloof, 2003) maintains a set of 
experts, each of them assigned to a weight. When 
an instance arrives, it passed to an expert and then 
returned with a local prediction. DWM determine 
the global prediction using the local predictions 
and expert weights.

• The AUE2 algorithm (Brzezinski and Stefanowski, 
2014) is another method that partition the data 
stream into chunks, and each chunk contains a set 
of examples. For every arriving chunk, a classifi er 
associated with a weight will be created.

• Each classifi er performance is evaluated by calcu-
lating the error rate on data chunk to determine 
the worst performing classifi ers.

• In addition, two classifi ers can be ensembled to 
form a detection system to detect both sudden 
and gradual drift (Jadhav and Deshpande, 2017). 
It composed of two classifi ers online classifi er and 
block-based classifi er. Whenever data instance 
arrives, the online classifi er updates itself, so any 
occurrence of sudden changes can be detected. 
While, block-based classifi er work on blocks of 
data instances, which can observe the gradual 
changes. The classifi ers error rate will be calculated 
to detect the changes. The drift can be observed if 
the value of the error rate is the same for the next 
blocks of the data stream.

• Double-Window-based Classifi cation Algorithm 
DWCDS is another window-based method used to 
detect changes in data stream (Zhu et al., 2010). 
It detects the concept drift by checking the data 
distributions periodically. The proposed algorithm 
starts with generating decision trees using the data 
in the sliding window.  If a concept drift is observed, 
then the model of DWCDS will be updated.

• Moreover, the authors in (Bach and Maloof, 2008) 
have proposed paired learner (PL) algorithm that 
ensemble two classifi er; stable and reactive. The 
stable classifi er used to predict based on its over-
all experience, while the reactive classifi er predicts 
based on the recent window. Pl observes the dis-
tributional changes by comparing the performance 
of these two classifi ers.

All the mentioned algorithms are summarized in 
Table 2.

Output

This component represents the knowledge and valuable 
pattern extracted from the data stream.

DATASETS

Several well-known datasets have been used to evalu-
ate the effectiveness of the classifi cation algorithms in 

detecting Concept Drift. Datasets can be real or artifi cial 
where contains one type of drift or various types. Table 
3 shows the most used dataset in data stream mining 
studies with the presence of Concept Drift.

EVALUATION MEASURES

The following list presents the well-known evaluation 
measure for classifi cation data stream algorithms:

• Accuracy score: It is calculated by dividing the 
number of correct predictions by the total classi-
fi er’s predictions (Han et al., 2012).

• Recall: It refers to as the true positive rate (Han et 
al., 2012).

• CPU Time: It measures the total runtime of the 
CPU in training and testing the classifi er (Dhaliwal 
and Bhatia, 2017).

• Memory: It measures the total memory consumed 
to run the classifi er and store the running statistics 
(Dhaliwal and Bhatia, 2017).

• Kappa Statistic: It measures the homogeneity 
among the classifi ers (Dhaliwal and Bhatia, 2017).

The concept drift detection can be assessed through dif-
ferent measures such as:

• The probability of true change detection: It meas-
ures the algorithms ability to discover drifts when 
they occur (Gama et al., 2014).

• Delay time of detection: It measures the time would 
be passed before the change is detected (Gama 
et al., 2014).

DATA STREAM MINING TOOLS

The most popular tools used in data stream environment 
are listed below:

• Weka: it provides a set of data mining and machine 
learning algorithms. These algorithms can be 
implemented directly on datasets through Weka 
GUI or Import Weka Java library (Web-1).

• MOA: is a project developed in University of Wai-
kato, New Zealand. It provides an environment 
to deal with data stream, run experiments, and 
implement data stream mining algorithms (Bifet et 
al., 2010).

• SAMOA: Scalable Advanced Massive Online 
Analysis is an open source tool provides the well-
known data stream and machine learning algo-
rithms (Morales and Bifet, 2015).

• Apache Storm: an open source platform for pro-
cessing infi nite streams of data. It is scalable and 
fast which make it suitable to produce immediate 
analytics, and perform online machine learning 
(Web-6).
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Table 2. Classifi cation Algorithms with Concept Drift.

Algorithm Classifi er Type Estimator Dataset Key points

1
FHDDM 
(Pesaranghade r and 
Viktor, 2016)

Naive Bayes 
(NV) and 
Hoeffding Tree

Single 
classifi er

Slide window
Sine1, Mixed, Circles, Airlines, 
Poker Hand, and
Electricity

The detection delay is shorter 
than other detectors

2
EDDM (Baena-Garcıa 
et al., 2006)

Decision 
tree and 
two nearest- 
neighbourho 
od learning 
algorithm

Single 
classifi er

Window
4 Artifi cial Datasets (SINE1, 
CIRCLES, GAUSS, MIXED and 
SINE1G) and 1 real dataset

It can detect slow gradual 
drift and deal
with noisy datasets

3
DDM (Gama et al., 
2004)

Neural network,
decision tree 
and
perceptron

Single 
classifi er

Window
8 Artifi cial Datasets and 1 real 
dataset

It detects sudden
changes and gradual changes
(changes that do not emerge 
very slowly)

4
DWM (Kolter and 
Maloof, 2003)

Incremental 
Tree Inducer 
(ITI) and NV

Ensemble 
classifi ers

Not available Stagger and Sea
According to the
performance changes, the 
classifi ers are added

5
PL (Bach and 
Maloof, 2008)

Naive Bayes
Ensemble 
classifi ers

Slide window

Malware detection dataset, 
meeting scheduling dataset, 
electricity prediction dataset, 
and two synthesis dataset 
including Stagger and Sea

The number of the trained 
learners used are less than 
other ensemble methods

6
DWCDS (Zhu et al., 
2010)

Random 
Decision Trees

Ensemble 
classifi ers

Slide window
SEA, HyperPlane, KDDCup99, 
Yahoo shopping data and LED

It detects drift better then 
single window-based 
algorithms.

7
AUE2 (Brzezinski 
and Stefanowski, 
2014).

Hoeffding Tree

Data
stream is
Ensemble
classifi ers

partitioned into 
chunks

Synthetic datasets generated 
by the MOA tool and 4-real 
datasets (Elec, Poker, Airline, 
and COV)

It consumes less memory 
comparing to other ensemble 
approaches. It detects 
different types of
drift including sudden, 
gradual, recurring.

8
ADWIN (Bifet and 
Gavald, 2007).

Naïve Bayes
Single 
classifi er

Slide window
Electricity Market dataset and 
synthetic dataset

ADWIN works only for one-
dimensional data

9

Ensemble 
classifi cation 
system (Jadhav and 
Deshpande, 2017).

J48, Naive 
Bayes, and 
Random Forest

Ensemble 
classifi ers

Data stream is 
partitioned into 
fi xed blocks

Census income and Spam email 
datasets

It detects both sudden and 
gradual drift. It handles 
missing values

10
CVFDT
(Hulten et al., 2001)

Hoeffding Tree
Single 
classifi er

Slide window hyperplane and web data
CVFDT can keep its model up-
to date with streaming data 
that contains concept  drift

11
ADDM (Du et al., 
2014)

IB1, j48, NNge, 
and SVM

Single 
classifi er

Slide window

Five artifi cial datasets  (Gauss, 
Mixed, Stagger, Sine1, and 
Sine1g) (Elist
and Elec2).

ADDM used Hoeffding bound 
to determine the sliding 
window. In the
evaluation, ADDM has
lost upon one out of seven 
datasets

12
STEPD (Nishida and 
Yamauchi, 2007).

IB1 classifi er 
and Naive Bayes

Single 
classifi er

Slide window
Five artifi cial datasets 
(STAGGER, GAUSS, MIXED2, 
CIRCLES, and HYPERP)

It can discover sudden 
and gradual drift with the 
presence of noise

13
FW-DA (Liu et al., 
2017).

DDM and ECDD
Single 
classifi er

Slide window SEA, Elec, Airline,  and Spam

FW_DA performed well 
in detecting and adapting 
concept drift

14
 RDDM (Barros et al., 
2017)

Naive Bayes
Single 
classifi er

Window
Agrawal, Mixed, Sin, Led, 
Airlines, pokerhand, and
Electricity

RDDM has the higher 
accuracy among the others 
methods in detecting
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Table 3. Datasets for DSM with Concept Drift.

Dataset Name Type #instants #Attribute Key points

1 Census Income (web-2) Real 48842 14 •   It has different independent variables including name, 
marital status, education, occupation, and many others. 
These variables are used to predict the person's income 
which represents the dependent variable.

•   it includes only gradual drifts.

2 Sine1 (Gama et al., 
2004)

Artifi cial - 2 •  It involves sudden concept drift
•   it has two features x and y, each feature distributed in 

zero and one.
•   It uses [ y = sin(x)] to draw the curve. The data is labeled 

to positive and negative according to its position to the 
curve.

3 Elec 2 (Gama et al., 
2004)

Real 45,312 8 •   It consists of fi ve features used to predict target variable 
whether it’s up or down.

•   It is collected from the Australian Electricity Market of 
Australia at 30-minute intervals from 1996 to 1998.

4 Airline (Web-3) Real 539,3837 •  It includes the fl ight information such as the departure 
date, time of fl ight, destination, distance, and many others.

• It used to predict if a given fl ight will delay.

5 Cover type (Web-4) Real 581, 012 54 •   It includes information of four wilderness areas in 
Colorado including Elevation, Aspect, Slope, Soil Type, 
and others variables.

•  it used to predict the forest cover type.

6 Stagger Generator
(Du et al., 2014)

Artifi cial 240 3 • The three features are shape, size, and color.
• it contains sudden drift.

7 Sine 2 (Gama et al., 
2004)

Artifi cial - 2 •  It involves two features x and y, each feature distributed in 
zero and one.  

•  It uses [ y < 0.5 + 0.3 sin(3πx)] to draw the curve. The data 
is labeled to positive and negative according to its position 
to the curve. 

8 SEA Generator (Street 
and Kim, 2001)

Artifi cial - 3 •  It is used to generate data stream containing sudden drift.

9 LED Generator 
(Brzezinski and 
Stefanowski, 2014)

Artifi cial - 24 •  The 24 attributes used to predict the seven-digit showed 
over the LED display.

10 Mixed (Gama et al., 
2004)

Artifi cial - 4 • It contains sudden concept drift.
•  The example is labeled as positive if two of the three 

conditions are fulfi lled: v, w, y < 0.5  0.3 sin(3πx). If not, it 
will be negative.

CONCLUSION

Concept Drift is one of the main challenges of DSM. It 
must be detected and handled to avoid inaccurate results 
of learning models. In this research, we have discussed 
the concept of the data stream. The DSM components 
including the input/output, estimation methods, and clas-
sifi cation algorithms with concept drift have been pre-
sented. Also, we have highlighted the most used DSM 
tools, datasets, and evaluations measures in data stream 
experiments.
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